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What we do

ESO mission:

To design, build and operate advanced ground-based
observatories, and to foster international collaboration
for astronomy.

- We use world class, complex machines
- Our telescopes and instruments are prototypes (low TRL)
- Our operational data is unique

Knowledge must be managed in-house
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Why Software Log Analysis?

Wikipedia: Log analysis is an art and science seeking to
make sense of computer-generated records

- SW Logs are a type of telemetry data produced during
the operation.

- Written in natural language for human consumption.

- Used in:
Observation execution
Technical troubleshooting
Performance analysis
Commissioning activities
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Logs at LS/Paranal

Sources VLTSW systems sending logs to Datalab| | 50
Facilities La Silla, Paranal
Log Generation Average single log line size ~200 bytes
Average insertion rate 150 logs/second
Peak insertion rate 70,000 logs/second
Storage Logs by Month (averaged in 2023) 517*10°events/month
195.6 GB / month
Retention in Elasticsearch 5 years
[1 1.5TB ]
Retention of Raw files 15 years
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Key Analysis Techniques

Pre-processing Event Representation Technique

- Cleansing: remove bad - Time series - Time series analysis
traces
- Tokens - Naive Bayes
- Tokenization (equivalent to
stemming, etc, in NLP) - Bag of Words (BoW) - Cluster detection:
- K-Means
- Vocabulary generation - One Hot BoW - DBScan
- SVM
- Embeddings - T-SNE
- UMAP
- Graphs
- Topic Modelling
- LDA
0 Statistical methods - Deep Learning
- Autoencoders
0 Machine learning algorithms - Transformers

0 Natural Language Processing (NLP) - Sequence Detection
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Log Libraries

O ELIANA

https://qgithub.com/paranal-sw/eliana
Open Source (BSD-3 License)
Event Log and Incident Analysis

Dataset generator class based on Pandas, log tokenizer, statistical
anomaly detection modules.

O ELIANA-VLT
https://scqitlab.sc.eso.org/jgil/eliana-vit
Privative version of ELIANA
Fine tunned for VLTSW
Base for several MSE analysis and tools

0 Public Dataset
https://huggingface.co/datasets/Paranal/parlogs-observations
Curated dataset of VLTI observations
Six months of 2019, VLTI subsystems and AT logs
Successfully used with students and researchers
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https://github.com/paranal-sw/eliana
https://scgitlab.sc.eso.org/jgil/eliana-vlt
https://huggingface.co/datasets/Paranal/parlogs-observations

Tokenizer: Log Colorizer

Loaded Model

Base class ¢ VltLogColorizer

Training dataset : VltTemplatesFor-GRAVITY-2025_05_15T08_00_02_617-2025_07_31T08_00_02_6.

Training time : 0:21:10.296468
L]
Information
Num of regexps : 10

Num of templates: 111
Vocabulary size : 3612

Color distribution
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Model: Strange Log

Strange Logs -

Description

Statistical approach to label anomalies in event logs based on percentile analysis of tokenized events.

It returns a labelled dataframe from a test df_trace with new column 'strangeness' for each event:

Strangeness | Meaning Comment
0 Boring Observed in 80% or more of the traces
1 Common Observed in 20% - 80% of the traces Choose Tokenizer Minimum Strangeness
2 Rare Observed in 20% or less of the traces Strangelog-VItTemplatesFor-GRAVITY-latest.pkl N7 2 v
3 Unexpected Never seen in the subset START END TIMEOUT  system procname TPL_ID TPL_
14 2025-07-1323:57:13  2025-07-13 23:59:57 GRAVITY bob_222234 GRAVITY_single_onaxis_acq acqu
@timestamp event stre

1,052 2025-07-13 23:59:45.083000 LOG gvacqControl WARNING Tel 1: ACQ Star Tracking - SC GAUSSIAN Star Fit failed
1,061 2025-07-13 23:59:46.401000 LOG gvacqControl WARNING Tel 2 : ACQ Star Tracking - SC GAUSSIAN Star Fit failed
1,070 2025-07-13 23:59:47.963000 LOG bob_222234 Initialisation dark hole on kalman machine with MED,IN

1,094 2025-07-13 23:59:52.924000 LOG gvacqControl WARNING Tel 2 : ACQ Star Tracking - SC GAUSSIAN Star Fit failed

1,114 2025-07-13 23:59:56.248000 LOG gvacqControl WARNING Tel 2 : ACQ Star Tracking - SC GAUSSIAN Star Fit failed

1,153 2025-07-13 23:59:56.916000 LOG gvacqControl WARNING Tel 2 : ACQ Star Tracking - SC GAUSSIAN Star Fit failed
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Model: Flood detector

Sentinels of the Systems Log Counts Outliers by RandomForest Regressor

These experts oversee the entire infrastructure, ensuring operational stability, tracking changes, detecting Q
anomalies, and uncovering hidden patterns across logs, tickets, and version control. The Sentinels of Systems
safequard the broader operational framework, maintaining vigilance over failures, recurring issues, and evolving

4 outliers detected between 2024-11-07 00:00:00 and 2024-12-05 00:00:00

system behaviors.
Choose a sentinel: Log Count .
Haystack Q SeVeN @j Dejavu RandomForest Regressor
300k @ outlier

P .
#. Tsunami N
3
Tsunami, a flooding detector for logs, is the vigilant sentinel. He has an uncanny ability to detect
the moment when a single log entry begins to swell into an unrelenting torrent. With his warnings, 100k
you can brace for the deluge before it wreaks havoc.
-
Ui AMARNILAALIMASL
g et Wl s che bt ey b7 LF LS (. L ()
System Timestamp Method to detect outliers Weeks to train
4 4 ¢
AT* 2024-12-05T00:00:00.000 RandomForest Regressor v 4 A - K &
v
Run Tsunami Date
The RandomForest Regressor is an ensemble learning method that constructs multiple decision trees during
#training and autnite tha maan nradictinn af tha individual traae Ear thic analucic wa nead fastirae 0 Inspecting logs between 2024-12-04 04:00:00, 2024-12-84 05:00:
Most logs appears between 2024-12-04 04:10:00, 2024-12-04 04:11:00

Outlier logs (sample)

@timestamp system logtype envname procname logtext

2024-12-04 04:10:00 AT2 LOG wat2nao  PixelDisplaySrv  Application got PIPE signal while writing on socket
2024-12-04 04:10:00 AT2 LOG wat2nao  LogGateway [ERROR] 0 0 1 W rtdSendimagelnfo failed

2024-12-04 04:10:00 AT2 ERR wat2nao  PixelDisplaySrv  rtdcoreERR_SOCKET_WRITE : Error writing on socket (E

— Not a single error—an avalanche of them. g,
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Daily Support Analysis Tool

What happened at night?

nightmare

observation-experts
Select the telescope

system-sentinels
uTl uT2 uT3 uT4 LTI VISTA VST

dashboard-library

Below are the events between 2025-88-11 16:00:00 and 2025-08-12 16:00:00 for:
VLTI

0SSana, the ultimate 0SS Analysis Tool

VLTI

FPIONIER -

0 _
aravty 4 | (. | (NN B A
]

MATISSE

T T T T T
16h 20h a/12 4h Bh
Night of interest

Write the day and hour, and select an instrument to let the experts speak.
2025-08-12

2025-08-12 00:00:00 PIONIER GRAVITY MATISSE

Hour of event

00:00:00
— A night of anomalies, recorded in silence, awaiting the next watcher. @
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Tool: Explain an Observation

Sherezade

. A1l the templates for the current observation were

Sherezade, a log compiler and event interpreter, brings clarity to chaos. The storyteller of the system, she

START END TPL_ID SECONDS | ERROR
has an uncanny ability to gather execution details from countless logs and spin an intricate tale of what

unfolded at a precise timestamp. Her narratives reveal the hidden threads of cause and effect, 0 |2025-05-2423:45:00 2025-05-24 23:46:29 GRAVITY._single_onaxis_acq 89 | true

itluminating the path through the labyrinth of system events.

2025-05-24T23:46:29.000 Tell me the story
. The observations in the previous 4 hours were

Once Upon a Timestamp

START procname OBS.NAME 0OBS.ID ABORTED | duration
0 2025-05-24 23:23:54 bob_Stephanie  CAL_BCen_GRA4MAT_L 3854633  false 574
. For the OB 'SCI_ASAS-]132336-4718.7' being executed in GRAVITY between 23:45:00 1 2025-05-24 23:45:00 bob_1794225 SCI_ASAS-J132336-4718.7 4169326  true 89

and 23:48:11

. The software installed in the last week was
. The template that was running ended in ERROR

value value @timestamp module | svn revision

START 2025-05-24 23:45:00.173000 USER_ABORT False 2025-05-24 18:37:00 | gvngcir Altrunk VLTI /Instruments/GRAVITY/DCS /gvngcir 405620

END 2025-05-24 23:46:29.887000 ERROR True 2025-05-24 18:35:00 | gvttp A Jtrunk/VLT1/Instruments/GRAVITY/OS/gvitp 389088

TIMEQUT False PRESET | True 2025-05-2417:01:00 | gvitp A/branches/GRAVITY/TTR-115.0061,06/0S/guttp uncommited

system GRAVITY estimated (h:m:s) 00:10:00 .
ANIENE A 18-R0-.NN LY Alhranchac ICDANTVITTRO11E ANET NEINT fonbbn nnrammitad
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Tool: Suspicious

Logs

SherLog

Sherlog, a log comparison expert, is the tireless investigator. By analyzing the last five minutes of activity
against the preceding twelve hours, he sniffs out the rare and the unusual. His keen senses reveal the
whispers of potential errors before they can grow into calamities.

Hint: you can ask in more than one system by using parenthesis, e.g. (GRAVITY IS5 DL ARAL UT+)

2025-05-24T723:46:29.000 GRAVITY Investigate! Advanced

Let's the investigation begins

... An issue was flagged around: 2025-05-24T23:46:29.000

... I will extract problems (300, 38) seconds around the timestamp

... and compare with those (43280, 30) seconds, which corresponds to events
... from 2025-85-24T11:46:29.000000 to 2025-85-24T23:46:59.000000

... About to learn something new, wish me luck!

Running model_run(.

Log Analysis at Paranal

Stop

... Based on my investigation I concluded that the events below are possible cause of the

errors. They have not been seen in GRAVITY more than 2 times in the last 12 hours

@timestamp
0  2025-05-24 23:44:58
1 2025-05-24 23:44:58
2 2025-05-24 23:44:58
3 2025-05-24 23:44:58
4 2025-05-24 23:45:27
5 2025-05-24 23:45:32
6 2025-05-24 23:46:29
T 2025-05-24 23:46:29
8  2025-05-24 23:46:29

9 2025-05-24 23:46:29

system

GRAVITY
GRAVITY
GRAVITY
GRAVITY
GRAVITY
GRAVITY
GRAVITY
GRAVITY
GRAVITY

GRAVITY

logtype = envname

LoG

ERR

ERR

ERR

LoG

LoG

FLOG

LoG

ERR

LoG

Wgv

Wgv

Wgv

wgv

wgv

wgv

wgv

wgv

wgv

wgv

procname
gvoControl
gvoControl
gvoControl
gvoControl
gvacqControl
gvacqControl
logManager
bob_1794225
bob_1794225

bob_1794225

Preset was mentioned, let's check the ISS problems

Running model_run(...) .

=l 1I™mII B0

logtext

##STATUS command failed

bossERR_GENERAL : ERROR processing buffer (replies f
bossERR_GENERAL : STATUS command failed
ixacERR_STORE_EXTR_BUF : Invalid buffer 'N..". The lisi
gvacqControl: sending command lgvies2/icOlcuServer -
gvacqControl: sending command lgvies2/icOlcuServer -
UNFORSEEN: template error

ERROR: ERROR performing command SETUP (INFO: Pre
PRESET). (red)

ERROR performing command SETUP (INFO: Preset tele:



Experiments: Generative Log Predictor
Transformer (gLPT)

0 Two transformer-encoder
Iayers [ Exposure status: FINISHED (SpringGreen4)’,
. ‘ended exposure 5 of 5 (2021-01-01T05:51:33)
0 Input and hidden = (underiined)’
dimensionality: 200 L ’New image: PIONIER oBSr RINGE0010015. fits —
. . — —from.Exposeof :: pnoseqOBS :: BobTPL ::
0 Deep-learning framework: obs(Blue)’,
PyTorch 'WAIT -expold -all -cond ObsEnd (blue)’,
. . ~ 'INACTIVE (SpringGreen4)]
O Azur_e - Machine learning O Template PIONIER, bscalibratorfinished.,
studio Q “Finished in seconds at (underlined),
. . & 'TplExecTimeStats: TPL.ID PIONIERybscalibrator
i Ma_sklng tol_<ens Ieammg °  estimated :: real :: diff seconds (:)’,
objective with cross-entropy
loss
instrument | batch size | vocab. length | max. length | training time cost
Gravity 8 2726 4000 35 hours 33 minutes | 150 €
Matisse 16 2790 1000 3 hours 36 minutes 15 €
Pionier 16 901 500 2 hours 10 minutes 9 €
Specifications, times and estimated cost for training 200 epochs
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Collaborations
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A

Thesis: OBS Parameter Analysis

Description

This repository contains the development of the thesis "OBS Parameter Analysis" for the Mathematics Engineering|
degree at Universidad de La Frontera (Chile). The thesis is focused on the analysis of the OBS parameters based
on Parlogs-observations dataset available at Hugging Face.

+ Student: Valentina Osses
+ Advisor: Andres Avila - UFRO
+ Co-Advisor: Juan Pable Gl - ESO

Repository Structure

1. The directory reports contains notebooks with partial results and analysis, meant to be discussed with
advisors.

2. The directory sandbox contains experiments and tests that were performed during the development of the
thesis.

Installation

It is advisable to create first a virtual environment. After clone this repository, you can create a virtual environment
with:
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Open Opportunities

1. Support open source framework for Event Log and
Incident Analysis (ELIANA)
Benefits: Baseline for tool development and external collaborations
Effort: Low, based on roadmaps

2. REST microservice architecture for diagnostic
information.
Benefits: First step to agentic operation.
Effort: Medium, data engineering skills

3. Integrated diagnose framework that suggest specific
actions based on multiple sources and sympthoms.

Benefits: Mix context to reach prescriptive analysis. Leverages
LLMs.

LogAnE@EaMedium, depending on size of MVP. TSR T b= 1+ P S
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