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Tidal streams help us understand the parts of the 
Galaxy which are dark

Bonaca, Geha & Kallivayalil (2012)



x

y

x

z

1 kpc

Where does the stream begin, where does the 
satellite end?

Küpper, Mieske & Kroupa (2011)



~R-4.5

The orbital phase has strong influence on the surface 
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Palomar 5 is a low-mass, low-density clusters in the 
halo of the Milky Way high above the Galactic disk

the existence of tidal debris in this way, and results of
theoretical studies are also frequently presented in this form
(e.g., Johnston et al. 1999b, 2002).

We derived the radial profile of the cluster and the two
tails through weighted number counts in sectors of con-
centric rings. Out to r = 150 we divided each ring into its
northern and southern half. At larger radii we used progres-
sively narrower sectors to bracket the tails and to minimize
the influence of the field but referred the (background
corrected) counts to the full area of the corresponding half-
ring. This yields the profiles shown in Figure 5. For compar-
ison we also show an analogous profile obtained in two
cones away from the tidal tails, that is, at position angles
100! " 35! and 280! " 35!.

It is clearly visible that the tidal debris is distinguished
from the cluster by a characteristic break in the slope of the
logarithmically plotted radial profile. Outside the cluster’s
core region, that is, at radii r > 30, the surface density first
decreases steeply as a power law r! with exponent ! = #3.
Between 150 and 200 there is a transition region where the
profile becomes less steep, and from 200 outward the decline
of the density is similar to a power law with an exponent in
the range #1.5 < ! < #1.2. The comparison profile, which
has been measured perpendicularly to the tails and should
thus not be affected by tidal debris, shows the same r#3

power-law decline between 30 and 100 but falls off more
steeply at r > 100. This shows that perpendicular to the tails,
the cluster has a well-defined radial limit. A fit of a King
profile to these counts suggests a limiting (or tidal) radius of
approximately 160 (see Paper II). This is near the radius
where the overall radial profile shows the break. By compar-
ing the different radial profiles, the tidal perturbation of the
cluster is noticeable from about r = 120 outward.

To determine the power-law exponent for the outer part
of the radial profile, we made a weighted least-squares fit to

the data points at r $ 200. For the southern (leading) tail,
this fit yields ! = #1.25 " 0.06. For the northern (trailing)
tail, the use of all data points results in a poor fit with
! = #1.36.When leaving out the three most discrepant data
points, which describe the strong local density maximum in
the range 1400 < r < 2200, we obtain an acceptable fit and
! = #1.46 " 0.06. The overall decline of the radial surface
density profile of the northern (trailing) tail is thus some-
what steeper than for the southern (leading) tail. For both
tails we find power-law exponents ! < #1, which means
that the decline is steeper than it would be for a stream of
constant linear density (having a radial profile/r#1 because
the area of the averaging annuli increases proportional to r).
This confirms that the linear density of the stream is decreas-
ing with angular distance from the cluster as stated in x 4.2.
On the other hand, it also reveals that the decrease in linear
density is distinctly less steep than 1/r, because we find
! $ #1.5.

4.4. Distances

It is important to recall that our mapping of the tidal
debris is built on the assumption that the debris is located at
the same heliocentric distance as the cluster (at least within
the limits of the photometric accuracy and the natural
photometric dispersions). For the immediate vicinity of the
cluster, this necessarily holds true. With increasing angular
distance from the cluster the heliocentric distances might
however increasingly deviate, depending on how much the
tidal stream is inclined against the plane of the sky. If, for
example, this inclination were $50!, the distances should
differ by $10% over an angle of 5!, resulting in shifts of
"0.2 mag or more in apparent magnitude. One might
suspect that shifts of this size, if real, could affect our mea-
surements of the stellar surface density along the tails. On
the other hand, if such shifts in apparent magnitude were
detectable, this would also provide interesting constraints
on the extent of the tidal debris and the cluster’s orbit in the
third dimension.

Unfortunately, the stars that we have access to in the tails
are not well suited to use as precise distance indicators. In
order to measure small distance effects, we would ideally
need stars with characteristic luminosities, such as horizon-
tal-branch (HB) stars. These are not very numerous, even in
the main body of the cluster (%30 HB candidates within 120

of the center, including variables) and occur mostly on the
red side of the HB. In the tails an occasional red HB star
from Pal 5 would (in the absence of kinematic information)
be indistinguishable from Galactic field stars. The subgiant
branch is also not sufficiently well populated to allow such
cluster members to be recognized on a purely statistical
basis. Therefore, one has to rely on stars near and below the
main-sequence turnoff, whose luminosities cover a wider
range. Even for stars of this type one needs to integrate over
a substantial part of the tails in order to be able to identify
their location in the C-M plane. Therefore, distance varia-
tions can only be investigated at low angular resolution.

In Figure 6, we present Hess diagrams for the outer parts
of the two tails, obtained by sampling stars in two 180 wide
bands (approximately the FWHM of the tails; see x 6.1)
along the ridgelines of the tails. Figure 6a shows the inte-
grated C-M distribution in the northern (trailing) tail
between 3=5 and 5=6 from the center of Pal 5, while Figure
6b shows the same for the southern (leading) tail from 1=5 to

Fig. 5.—Radial profile of the surface density ! of stars in Pal 5 and its
two tails (i.e., azimuthally averaged surface densities) from weighted
number counts in annuli and annular sectors centered on the cluster (for
details, see text). For comparison, the open triangles show the radial density
profile in two cones at position angles 100! and 280! where the contribution
by extratidal stars is negligible (data points shifted by #0.5 in log !). The
short-dashed straight lines indicate the slope of power laws with exponents
#3.0 and#1.5.
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Fig. 3.—Contour plot of the surface density of cluster candidates in galactic
coordinates ( ) overlaid with different orbital paths of the cluster ac-l cos b, b
cording to different determinations of its absolute proper motion: S93, S98,
and C98. The solid line presents our improved estimate of the orbit based on
the geometry and orientation of the tidal tails (fixing the direction of tangential
motion) and the proper motions by C98 and by S98 (estimating the tangential
velocity).

i.e., in the direction to the galactic center and anticenter. Due
to differential galactic rotation, their trajectories then bend
around and continue approximately parallel to the orbit of the
cluster. The appearance of clumps in the tails is also supported
by numerical simulations. They can be caused either by the
enhanced release of particles after strong shock events or by
caustics of the trajectories in phase space.

3.2. The Role of Contaminants

In view of the striking resemblance of the detected structures
to the expected properties of tidal tails, significant contami-
nation by clustered background objects seems a priori unlikely.
Nevertheless, we checked this point by analyzing the density
and colors of non-pointlike SDSS sources around Pal 5 that
by their shape are classified as galaxies. Their spatial distri-
bution is clumped and reveals known galaxy clusters like Abell
2050 and 2035. However, most of these sources do not fall
into the color-magnitude window for members of Pal 5. If our
selection criteria for Pal 5 members are applied to the galaxy
sample, the surface density of galaxies drops to the level of
0.3–0.6 of the field background density of the stellar sample.
Moreover, the pattern of density variations in the galaxy sample
does not correlate with the location of the tidal tails. Therefore,
objects like those in the galaxy sample are not likely to cause
significant disturbances in the stellar sample. The only re-
maining contaminants are compact galaxies with bluer colors
that may not be well represented in the sample of known gal-
axies. We believe that such objects have mostly been eliminated
by our color cut u*! mag. Finally, fluctuations in stel-∗g ≤ 0.4
lar surface density due to variable interstellar absorption can
be ruled out because the mean level of absorption in the region
around Pal 5 is low and because there is no hint for strong
variations (values of EB!V in the maps of Schlegel et al. 1998
range between 0.05 and 0.07 mag).

3.3. Implications for and from the Cluster’s Orbit

The orientation of the tails provides unique information on
the direction of the cluster’s tangential motion since it is known
that the leading and trailing parts must fit in with the inner and
outer sides of the local orbit, respectively. Figure 3 reveals that
the tails stretch out in the direction of constant b and that the
tangential motion is very likely westward (prograde rotation).
The absolute proper motions by Schweitzer, Cudworth, & Ma-
jewski (1993, hereafter S93) and S98 yield very different pre-
dictions for the local orbit, although at least the sense of rotation
is in agreement. The proper motion given by K. Cudworth (1998,
hereafter C98, unpublished revision of the work by S93, reported
in S98 and by private communication) yields a local orbit that
lies closer to the tails. From the observed orientation of the tails,
we estimate that the tangential velocity vector points∼15! north
of the line of constant b. In order to meet this constraint,
the proper motion needs to be modified by not more than
0.4 mas yr with respect to C98’s values. We thus!1

adopt mas yr for the cluster’s!1m cos b, m p !0.93, " 0.25l b

proper motion in the galactic rest frame. With these values, we
obtain an orbit (using the galactic potential of Allen & Santillan
1991) with apo- and perigalactic distances of 19.0 and 7.0 kpc,
respectively, and with disk passages at !137, !292, and
!472 Myr taking place at Galactocentric radii of 9.4, 18.4, and
8.3 kpc, respectively. Similar orbits are obtained with the more
detailed galactic potentials of Dehnen & Binney (1998). We tend
to believe that the observed overdensities close to the cluster

result from the latest disk passage, while the clumps in the tails
at distances of ∼0!.8 from the cluster might be associated with
the earlier passage through the inner disk about 470 Myr ago.
This, however, has to be investigated more thoroughly with N-
body simulations. The next passage through the galactic disk
predicted by our model orbit will be in 113 Myr and will happen
close to perigalacticon. If true, this will again produce a strong
tidal shock that may eventually dissolve the cluster completely.

3.4. Outlook

The SDSS will eventually cover a much larger region around
Pal 5 than currently available. Larger area coverage will enable
us to constrain the orbit and mass loss more tightly. We can
further constrain our model orbit by obtaining radial velocities
of stars in the tails. We predict a local radial velocity gradient
of 5.7 km s deg , i.e., an ∼9 km s difference between the!1 !1 !1

radial velocities of stars in the two tidal tail clumps. Since
Pal 5 contains very few luminous red giants, even fewer are
expected in its tails; thus, kinematic studies will have to con-
centrate on fainter stars requiring large telescopes.

The Sloan Digital Sky Survey10 is a joint project of the
University of Chicago, Fermilab, the Institute for Advanced
Study, the Japan Participation Group, Johns Hopkins Univer-
sity, the Max Planck Institute for Astronomy, New Mexico
State University, Princeton University, the US Naval Obser-
vatory, and the University of Washington. The Apache Point
Observatory, site of the SDSS telescopes, is operated by the
Astrophysical Research Consortium. Funding for the project
has been provided by the Alfred P. Sloan Foundation, the SDSS
member institutions, the National Aeronautics and Space Ad-
ministration, the National Science Foundation, the US De-
partment of Energy, Monbusho, and the Max Planck Society.

10 The SDSS Web site is located at http://www.sdss.org.
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In the last data release it can be traced for > 20 deg, 
which corresponds to more than 8 kpc



Palomar 5 is dissolving, not being torn apart

coverage that would have permitted them to analyze the outer
cluster regions.

5. MASS FUNCTIONS

In order to be able to unambiguously compare our re-
sults, which were obtained in different photometric bands, we
convert luminosities into masses using the M=L relations of
Girardi et al. (2002, 2004). These relations offer the advantage
of being available in several photometric systems and thus
to be well suited for our purposes and reproduce well the ob-
served main sequences in the WFI and INT data. Isochrones
with an age of 11.2 Gyr and a metallicity of ½Fe=H" ¼ $1:30
were chosen, since these values represent Pal 5’s actual char-
acteristics (see Table 1) and yielded satisfactory results.

In Figure 7 we compare the MFs derived from the V- and
B-band LFs of all regions as presented in x 4. As before, the
curves were normalized to the curve of the cluster center at the
high-mass end. The magnitude range covered by our obser-
vations corresponds to a mass range of M ¼ 0:58 0:86 M%.
Errors in the mass functions were adopted from the LFs and
propagated through the M=L relations.

Neither one of the curves is particularly well described by a
power law over the mass range in question. Still, to assess the
significance of the low-mass–star depletion of the cluster core
in comparison with the tails, we determined best-fit power-law
indices for masses below 0.82 M%. These values are

x ¼ $0:48 & 0:04; GS01;

x ¼ $0:63 & 0:20; WFI; r < 3A6;

x ¼ $0:63 & 0:11; INT; r < 3A6;

x ¼ 0:77 & 0:17; INT; 3A6 < r ' 6A8;

x ¼ 0:90 & 0:31; INT; 6A8 < r ' 100;

x ¼ 0:97 & 0:36; INT; southern tail;

x ¼ 1:31 & 0:35; INT; northern tail;

x ¼ 1:35 & 0:82; WFI; tail (Beld F2):

In this notation, x ¼ 1:35 is the power-law slope of a Salpeter
MF. The MFs from all observations of the central parts of
Pal 5 show a high degree of flattening and good agreement
within their uncertainties. Although our data cover only the

higher mass range of the main sequence, the resulting slopes
are consistent with the estimate of Pal 5 having a MF index no
larger than $0.5 (GS01). The slopes of the tidal tails, on the
other hand, differ considerably from the cluster center, and
their formal errors indicate a high degree of significance. It is
worth noting that the MFs of the outermost regions in the tidal
tails approach the classical Salpeter MF with slopes around
1.35. Similarly, here the values are consistent with Kroupa’s
(2001) multiple-part power-law MF of x ¼ 1:3 & 0:3 in the
mass range of 0:5 M% < M < 1:0 M%. The mass segregation
between cluster and tails is well confirmed by the MFs.

6. PHOTOMETRIC BINARIES

Figures 2 (left) and 8 show a fairly well-defined sequence
of stars redward of themain sequence of Pal 5, which we ascribe
to binary stars. In principle, other effects such as rotation (e.g.,
Collins & Sonneborn 1977; Grebel et al. 1996) can also account
for a color and magnitude shift in the locus of main-sequence

Fig. 7.—MFs for all observed regions in Pal 5, translated from the LFs in Figs. 5 and 6 using M=L relations from Girardi et al. (2002, 2004) for 11.2 Gyr and
½Fe=H" ¼ $1:30. The left panel shows the WFI-based data, whereas the middle and right panels display MFs derived from the INT LFs, each scaled to fit the low-
mass end of the cluster center. Typical error bars derived from the number counts are indicated.

Fig. 8.—CMD of stars within 3rc. The solid line is the same 2 ! envelope as
in Fig. 2, shifted by 0.75 mag to encompass the binary main sequence. Dashed
lines mark the magnitude limits within which we carried out the analysis of the
secondary sequence. At the left edge of the diagram typical photometric errors
are displayed.
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the southern (leading) tail (C), and finally a control field (D)
1N4 away from the central field. Additionally, bias and twilight
flat-field exposures were obtained on each night. The obser-
vations were obtained using a Harris B and an SDSS r filter
(for filter definitions see Gunn et al. 1998; for a comparison
with Johnson-Cousins filters see Grebel 2001) under photo-
metric conditions. The seeing ranged from 100 to 1B2 in both
bands.

An overview of our observations is presented in Table 2.
The location of our fields is depicted in Figure 1.

2.3. Photometric Reduction

2.3.1. Basic Reduction

The raw data files were split into four (INT WFC) or eight
(WFI) single images, respectively, each corresponding to one
individual CCD chip. Thus, during all of the subsequent re-
duction steps, each of the chips was treated separately. The
standard reduction steps were carried out using the IRAF
package.4 Readout bias was removed to the first order by

subtracting a fit of the overscan region from the frames. Any
residual bias was subtracted using a mean over approximately
30 bias frames. Flat-field calibration was carried out using the
qualitatively best of the observed twilight flats. Finally, bad
pixels and columns were masked out. Neither dark current nor
fringing causes any considerable effect in either our WFI and
INT observations.

2.3.2. WFI Photometry

Details of the photometric processing and calibration of
the WFI frames are described in a separate paper (Koch et al.
2004). Basically, the reduced frames were processed using the
DoPHOT package (Schechter et al. 1993). The actual photom-
etry was calculated by fitting an analytic point-spread function
to all detected objects. As we are only interested in stars for our
following work, we rejected all nonpointlike objects from our
photometry list. Afterward, V and R output data were matched
against each other regarding position on the images, retaining
only objects detected in both filters. Since the WFI does not
produce entirely spatially homogeneous photometry because
of central light concentration (e.g., Manfroid & Selman 2001;
Koch et al. 2004), we applied photometric correction terms to
remove large-scale spatial gradients. These correction terms
were derived by comparing our instrumental magnitudes with

4 IRAF is distributed by the National Optical Astronomy Observatory,
which is operated by the Association of Universities for Research in Astron-
omy, Inc., under cooperative agreement with the National Science Foundation.

TABLE 2

Summary of the Observations

Field

!
(J2000)

"
(J2000) Instrument and Filter

Exposure Time

(s) Date

Pal 5 center (F1) .............. 15 16 21 !00 10 48 WFI R 5 ; 600 2001 May 18

WFI V 5 ; 900 2001 May 18

Northern tail (F2)............. 15 18 10 +00 31 48 WFI R 5 ; 600 2001 May 17

WFI V 5 ; 900 2001 May 17

Control field 1 (F3).......... 15 11 12 +00 31 48 WFI R 5 ; 600 2001 May 18

WFI V 5 ; 900 2001 May 17

Pal 5 center (A) ............... 15 16 05 !00 06 36 INT B 2 ; 1000 2001 Jun 23

INT r 3 ; 900 2001 Jun 23

Northern tail (B) .............. 15 19 00 +00 48 00 INT B 2 ; 1000 2001 Jun 24

INT r 3 ; 900 2001 Jun 24

Southern tail (C) .............. 15 14 07 !00 42 00 INT B 2 ; 1000 2001 Jun 25

INT r 3 ; 900 2001 Jun 25

Control field 2 (D)........... 15 20 24 !00 22 12 INT B 2 ; 1000 2001 Jun 26

INT r 3 ; 900 2001 Jun 26

Fig. 1.—Observed fields superposed on a contour map of the stellar surface density of Pal 5 from SDSS data (Odenkirchen et al. 2003).
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The stream shows substructure
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Substructure can be statistically quantified using a 
difference-of-Gaussian process
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17 (+ 47) radial velocities have been measured 
along the tidal stream

12 P. B. Kuzma et al.
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Figure 9. The radial velocities of the 47 Pal 5 tidal tail stars,
i.e., those further than 8.3′ from the cluster centre, are plotted
against a, the angular distance from the cluster centre in degrees.
The red dot represents the mean velocity of the cluster stars,
while the dashed line is the derived overall velocity gradient of
1.0± 0.1 km s−1deg−1.

4 CONCLUSION

We have demonstrated here a detailed method for identify-
ing members of Pal 5 and of its tidal tails. The approach
distinguishes candidate members from contaminating field
stars through a combination of kinematic, line strength and
photometric information. The result is the selection of 67
candidate members of the cluster and its tidal tails, of which
47 are new objects. The sample consists of seven new red
giant and one new BHB members lying within 8.3′ of the
cluster centre, twelve reconfirmed cluster members, 27 new
members of the trailing tail, three reconfirmed trailing tail
stars, and 12 members of leading tail of which five were pre-
viously known. Our overall coverage is ∼20 deg along the
tails, with the coverage of the trailing tail being substan-
tially larger than in previous work.

For the Pal 5 cluster members we derive, through a max-
imum likelihood technique, a mean velocity of −57.4 ± 0.3
km s−1 and an intrinsic velocity dispersion of 1.2 ± 0.3
km s−1, values that are consistent with previous determi-
nations. Within the region of the tidal tails studied by O09,
we find the same velocity gradient and velocity dispersion.
Our angular coverage of the tidal tail is, however, consider-
ably larger yet intriguingly we find that the velocity gradient
and velocity dispersion do not change significantly from the
O09 values. Our determination is a linear velocity gradient
of 1.0 ± 0.1 km s−1 deg−1 and an intrinsic dispersion about
this gradient of 2.1 ± 0.4 km s−1 across the almost 20 deg
arc of the tidal tails studied here, although there is some
indication that the gradient may be less at larger angular
distances. The Pal 5 tidal tails are indeed kinematically cold
structures. We note, however, that coverage of the leading
tail is much less than that of the trailing tail, and we look
forward to the outcomes of southern hemisphere sky sur-
veys such as SkyMapper that will redress the situation. In
summary, the results presented here provide a promising op-
portunity to further constrain the tidal disruption process,
the orbit of Pal 5 and of the tidal tail stars, and in particular,
the properties of the Galactic halo.
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Figure 1: Density contours of color-selected Pal 5 member stars from SDSS DR 8 (Küpper et
al. in prep.). Contour levels give 0.1 . . . 1.0 . . . 10.0 SDSS stars/arcmin2 above the background.
Pal 5’s leading tail points to the right, the trailing tail to the left. The tails are not homogeneous,
instead they show a pattern of over- and underdensities. Understanding the origin of this
substructure is one of the main goals of this project. M 3 is a nearby foreground cluster. Red
boxes highlight Pal 5 TT stars with available radial velocity data (Odenkirchen et al. 2009; Geha
et al. in prep.). Blue crosses show the positions of three QSOs. The insets show our proposed
WFC3 pointing (and ACS in parallel) on the cluster centre (right) and the two pointings on the
TT field (left), as well as the two Cycle 6 WFPC2 pointings. The ACS cluster field will yield the
MF well beyond Pal 5’s half-light radius (dashed circle) and probe for mass segregation. The
bright QSO in the TT fields will guarantee the highest possible precision in PM measurement
(⌃ 0.14 mas/yr). From the three known QSOs in Pal 5’s TT we chose the one located in the
region with the highest density of TT stars. Orientation angles of the pointings were chosen such
that they allow optimal scheduling.
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Figure 1: (Left) A stellar density map obtained via matched filtering in SDSS DR8 (see Bonaca et al. 2012
for details). The Pal 5 cluster and stream are visible as darker areas corresponding to higher stellar density
regions. (Right) Stellar density map of an N-body model of the Pal 5 system that fits the current SDSS
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for the leading arm. Pointings outside the SDSS footprint are shown in blue. The pointing of the cluster
center is bolded.

Bonaca et al. (in prep.)Georgiev et al. (in prep.)



Several modeling techniques have been developed in 
recent years

• Orbit fitting (Buist, Deg, Koposov)


• Actions, Angles & Frequencies (Bovy, Sanders)


• Rewinding orbits (Price-Whelan)


• Entropy minimization (Peñarrubia, Sanderson)


• Energy conservation (Hattori)


• Streakline/particle spray (Odenkirchen, Varghese,  
Bonaca, Amorisco, Fardal, Gibbons, …)



Stars escape through the Lagrange points with low 
offset velocities

Clumps in the tidal tails of star clusters 971

Figure 2. Top: effective potential of a star cluster in the corotating frame.
L1 and L2 are the Lagrange points. Bottom: sketch of escaping stars in the
effective potential of a star cluster through the Lagrange points L1 and L2.

energy exceeding the critical value EJ,crit = !eff (L1/L2) can in
principle leave the cluster.

For the effective potential we get at y = 0,

!eff (x, 0) = β2
C − 4

2
#2

Cx2 + !cl(x, 0). (11)

The tidal radius rL is given by the distance of the Lagrange points
to the cluster centre. It is determined by

0 = d!eff

dx
= #2

C

(
β2

C − 4
)
rL ± GMcl(rL)

r2
L

, (12)

where Mcl(rL) is the cluster mass enclosed in |rL|. We find the
well-known equation for the tidal radius:

r3
L = ±GMcl(

4 − β2
C

)
#2

C

, (13)

where we assumed that the full cluster mass is enclosed in |rL|. The
effective potential at the Lagrange points is

!eff (|rL|, 0) = EJ,crit = −3
2

(
4 − β2

C

)
#2

Cr2
L = −3

2
GMcl

|rL|
. (14)

The last expression shows that the contribution from the star cluster
potential is twice that of the effective potential of the Galaxy.

A star starting near L1 or L2 with velocity vL escapes at constant
Jacobi energy but with changing energy and angular momentum
until the cluster potential can be neglected. Then the position (x, y)
and velocity v = (vr, vt) in the tidal tail are related to (rL, 0) and vL

by

EJ = !eff (rL, 0) + v2
L

2
= !g,eff (x) + v2

2
, (15)

leading to

x2 = 3r2
L + $(v2)(

4 − β2
C

)
#2

C

(16)

or

x2

r2
L

= 3 + $(v2)
GMcl/|rL|

(17)

with $(v2) = v2 − v2
L. Stars moving along the equipotential surface

[$(v2) = 0] yield as initial position x =
√

3rL and initial velocity
essentially tangential vt ≈ vL. This approximation fits well with
the radial position of the equipotential surface through L1/L2 at
large distances from the cluster in Fig. 2. Stars moving radially gain
kinetic energy ($v2 > 0) resulting in a larger x and stars starting
tangentially loose kinetic energy ($v2 < 0) leading to a smaller x.

For a continuous mass loss until dissolution it is necessary that
the Jacobi energy of bound stars is lifted above the critical value
EJ,crit, which increases due to the mass loss. There are two physical
effects, which are responsible for a continuous mass loss of the
cluster. The first one is triggered by the mass loss of the cluster
itself. Mass loss on a time-scale large compared to the dynamical
time of the cluster leads to an increase of EJ of the bound stars by

dEJ

dt
= δ!cl

δt
∝ Ṁcl. (18)

However, the critical value EJ,crit increases more slowly, because the
tidal radius decreases with decreasing mass:

d!eff (rL, 0)
dt

∝ Ṁ
2/3
cl . (19)

Initiated by mass loss due to stellar evolution or by a few stars above
EJ,crit mass loss will continue by stars lifted above the critical value.

The second process is dynamical evolution of the cluster due to
two-body encounters. With the relaxation time-scale stars are scat-
tered above EJ,crit and can leave the cluster. The relative importance
of the two effects depends on the mass, number of stars and the
structure of the cluster.

2.3 Dynamic parameters of tidal tail stars

Since the orbits are epicycles perturbed by the acceleration of the
cluster, the connection of the initial position and velocity (rL, vL) to
(x, v) at a later time, when the cluster potential can be neglected, is
very complicated. Here we are interested in the statistics of initial
and final properties of the escaping stars.

For the transition from bound stars to escaped stars, we need to
combine the motion in the frame corotating with the cluster RC, #C

and that in the non-rotating reference frame, where we derived the
properties of the epicycles around R0, #0. For measuring the shape
and kinematics of the tidal tails we stay in the corotating rest frame
centred at the cluster. Therefore, we transform the epicyclic motion
to the corotating frame with respect to RC, #C.

The radial offset $R0 = R0 − RC of the epicentre of a star is
determined by the angular momentum difference $L = L − LC (see
equation A9). Here we need only the first order term of $R0 in $L,
which is

$R0

RC
= 2

β2
C

$L

LC
= 2

β2
CRC

(
2x + vt

#C

)
. (20)

Since the epicycles are counterrotating with respect to the disc
rotation, the relative velocity in the tidal tails is smallest at the peri-
centres (with respect to the cluster motion). These are the locations

C⃝ 2008 The Authors. Journal compilation C⃝ 2008 RAS, MNRAS 392, 969–981
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Stars escape from the Jacobi radius - if they can
Tidal Tails of Star Clusters 11

Figure 8. Time evolution of the mass shells (Lagrange radii) of the cluster with an eccentricity of 0.5 and an apocentre distance of 8.5
kpc. The lines show the radii containing 2, 5, 10, 20, 30, 40, 50, 60, 70, 80 and 90 percent of the initial cluster mass (about 20000 M⊙).
The periodically changing line, which is uppermost at t = 0, is the tidal radius. The periodic expansion and compression of the whole
cluster through the pericentre passages can be observed in all shells. Only the innermost shells show a progressive contraction while the
other shells show an accelerating expansion. If a shell gets unbound during a pericentre passage, the shell will quickly expand and move
away from the cluster. If the shell can get recaptured by the tidal radius, the expansion will be slowed down or even reversed.

tion of stars is seriously affected by a pericentre passage or
a disk shock, since it shows how many stars are at large
radii and get temporarily unbound. (Those stars which are
most affected by a pericentre passage or a disk shock are
those at large radii (cf. equations 3 and 4)). But, as we can
see in these dips, not all stars that have been once outside
the tidal radius are lost from the cluster. As mentioned in
Sec. 2.1.3, the loss of these outlying stars cannot happen
instantaneously, essentially because their orbital time about
the cluster is on the order of the orbital time of the cluster
about the galactic centre.

The finite breadth of the dips (e.g. for ε = 0.25) also
tells us that not all eccentricities lead to tidal shocks in a
classical sense. Therefore, we have tried to avoid using the
term shock in connection with eccentric orbits, and speak
of the more general pericentre passages, which implies a
broader range of time scales.

The behaviour we are describing can be observed in
Fig. 8, where the time evolution of mass shells of the clus-
ter with an eccentricity of 0.5 and an apocentre distance
of 8.5 kpc is shown. The figure demonstrates the periodic
expansion and compression of the whole cluster, but the
amplitude is much smaller than the change in tidal radius.

Superimposed on this externally induced oscillation is the
internal dynamical evolution of the cluster. While the in-
nermost shells are contracting due to mass segregation, the
remaining shells are expanding.

If a shell gets unbound during a pericentre passage it
will expand thereafter, where the amount of expansion de-
pends on the time the shell spends outside the tidal radius.
If this time is short (e.g. the curve for 80% in Fig. 8 at
about 750 Myr, the expansion will be slow enough that the
shell can be recaptured by the growing tidal radius when the
cluster moves from peri- to apocentre. A recapture will de-
celerate the expansion or even reverse it. When no recapture
is possible, the shell will quickly move away from the cluster
vicinity within a fraction of the cluster orbital period. Here
again it can be seen that escape happens throughout the
whole orbit and is not heavily concentrated at perigalacti-
con.

But how does the eccentricity of the orbit affect two-
body relaxation in the cluster and what is the effect on the
escape conditions? Fig. 5 shows that preferential loss of low-
mass stars is increasingly suppressed compared to the refer-
ence cluster with increasing eccentricity, since the fraction
of lost stars with arbitrary masses increases. Nevertheless,

c⃝ 2009 RAS, MNRAS 000, 1–20

Küpper et al. (2010)

time [Myr]

Ra
di

us
 [p

c]



Streaklines can be used to predict shapes of streams

798 R. R. Lane, A. H. W. Küpper and D. C. Heggie

Figure 2. The final time-step for the reference model. Corresponds to fig.
3 from the original paper.

Figure 3. As for Fig. 2 except with warm (top) and hot (bottom) escape
conditions. Corresponds to fig. 4 of the original paper.

Figure 4. Contour representation of Fig. 3 with ‘warm’ escape conditions in
the top panel and ‘hot’ escape conditions in the bottom panel. Corresponds
to fig. 5 of the original paper.

T H E T I DA L TA I L S

Figs 2–8 in this Erratum are based on our new models, and corre-
spond to figs 3–9 from the original paper. Table 2 summarizes our
corrected results. Qualitatively, the results are effectively equiva-
lent, but the shapes of the tidal tails and, therefore, the positions of
their overdensities have changed.

AC K N OW L E D G M E N T S

The authors gratefully thank Radek Poleski for bringing the error
to our attention.
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Lane, Küpper & Heggie (2012)



Streaklines can be easily inserted into simulations 
of structure formation

Küpper & Diemand (in prep.)

Via Lactea Cauda
• 1.1 billion DM particles 
• 1280 cluster particles 
• 120,000 stream particles each 
• data publicly available soon 



Can we approximate a live halo with a static, analytic 
parametrization?

Bonaca et al. (2014)



Can we approximate a live halo with a static, analytic 
parametrization?

Fig. 6.— Distributions of residuals in mass within 150 kpc when assuming the logarithmic (left) and NFW potentials (middle). Analytic
streams (red) recover the true mass very accurately in both potential forms, and their residuals are centered on zero (black vertical line).
VL2 streams (blue) are biased towards more massive halos in the logarithmic form, and lower mass halos in the NFW potential. Large
residuals are more likely for streams with smaller pericentric distances in both potentials; to reduce clutter we present only NFW results
(right).

ter and the position of its tails, Odenkirchen et al. (2001)
estimated the Pal 5 pericenter and apocenter distances
of 7 kpc and 19 kpc, respectively. Similarly, Koposov
et al. (2010) used 6D information on the GD-1 stream
to obtain the pericenter and apocenter of 14 kpc and
26 kpc, respectively. These values are uncertain due to
observational errors and dependent on the choice of the
Galactic potential. We constructed a conservative sam-
ple of Pal 5 and GD-1 analogs from our VL2 sample
by requiring that their peri- and apocenters are matched
within 5 kpc. The median mass residual of these samples
is small (! 5%), but the dispersion within the sample is
∼50%. In other words, while these streams collectively
provide an accurate measurement of the host halo mass,
results for the individual streams can be heavily biased,
even when the streams are observed in full 6D phase-
space, and the observational errors are negligible. Miss-
ing data dimensions (e.g., distances or proper motions)
and larger errors are likely to further relax constraints
on the gravitational potential and possibly increase the
bias.
Total halo mass measurements using tidal streams

evolved in a complex, dark matter-only potential are
more accurate when distant (d > 70 kpc) streams are
employed (see Figure 6). In a realistic Galactic poten-
tial, dark matter halo potential recovery using streams
with small pericenters is further impeded by the disk. Al-
though the effect of dark matter subhalos on streams at
small galactocentric radii (d < 20 kpc) is expected to be
lower due to their depletion by the disk (D’Onghia et al.
2010), the potential is dominated by the disk, so streams
at those distances might not be very sensitive to global
halo shape (Koposov et al. 2010). Consequently, distant
streams are also expected to provide better handle on
the global halo potential in a galactic potential. While
there are no distant cold streams known at the moment,
the outer Milky Way halo will be mapped down to faint
magnitudes in the LSST era (Ivezic et al. 2008). Any
streams discovered in upcoming deep surveys will pro-
vide valuable anchors for the total mass, and combined
with the nearby streams, they will improve constraints

of the entire Galactic potential.

7. SUMMARY

In this study, we revisited gravitational potential re-
covery using tidal streams. In particular, we tested the
performance of analytic potentials in representing a re-
alistic dark matter halo. In doing so, we developed a
novel method to forward model streams originating from
globular clusters, with realistic stream morphologies and
stream–orbit offsets. We applied this method to two sam-
ples of streams, one evolved in an analytic and the other
in a N -body potential. We modeled these streams in a
smooth and static potential, and produced estimates of
potential parameters and total mass within 150 kpc.
The true potential parameters are accurately recov-

ered by our analytic stream samples. In a realistic, N -
body halo, these parameters change with time and ra-
dius. While the streams evolved in such a halo collec-
tively recover the present day, global values, the distribu-
tions of individual estimates are wide. The width of these
distributions is comparable to the parameter variations
in the radial range probed by the streams during their
evolution. We estimate that the impact of substructure
on this widening is marginal, due to scarcity of streams
that have been significantly influenced by subhalos.
The global halo mass is also accurately measured us-

ing streams in the analytic case, but biased in a realistic
halo. This bias stems from the analytic potential only ap-
proximating the true potential form, and is independent
of the potential recovery method. The amount of bias
depends on the choice of such a potential, and is lower
for the NFW (∼ 5%) than for the logarithmic potential
(∼ 20%). In addition to the overall bias, streams passing
through small galactocentric distances are shown to have
larger errors in mass estimates. Streams beyond 70 kpc
typically measure the total mass with 30% accuracy.
We are entering an exciting age for Galactic studies.

Near-future missions like Gaia, DES and LSST will ac-
curately map a large volume of the Milky Way, provid-
ing a detailed look into streams populating a large range
of galactocentric distances. Using the methods outlined
in this paper, we will be ready to model these streams

11

Bonaca et al. (2014)

Analytic 
VL Cauda

Ana Bonaca (Yale)



107 stream realizations for inference with MCMC 
using 105 CPU hours on Columbia’s Yeti cluster 

Küpper et al. (2015)



Our streakline modeling has 10 free parameters

NFW halo scale mass


NFW halo scale radius


NFW halo flattening


Solar distance to Galactic center


Solar transverse velocity


distance Sun-Palomar 5


Palomar 5 proper motion RA


Palomar 5 proper motion Dec


present-day mass of Palomar 5


mean mass-loss rate of Palomar 5



If applied to an N-body simulation our method 
recovers all values with high accuracies

Küpper et al. (2015)



Our best-fit model
Best-fit streakline models recover overdensity 
pattern

Küpper et al. (2015)
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Halo at 19 kpc is slightly oblate

qz = 0.94 (+0.17 / -0.11)

Küpper et al. (2015)

Halo flattening



Küpper et al. (2015)

Circular velocity in the disk at 19 kpc is 221 km/s



Solar parameter results are in agreement with other 
methods, e.g., masers, NSC, Sgr A*, bulge
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We predict proper motions of Palomar 5

μδ = -2.36 (+0.14 / -0.15) mas/yrμαcosδ= -2.39 (+0.15 / -0.17) mas/yr

Küpper et al. (2015)



★ Globular cluster streams are  

high-precision scales


★ MW dark halo potential is nearly  

spherical within 19 kpc


★ “Circular velocity” at 19 kpc is  

about 217 km/s


★ Distance Sun-Galactic Center  

is 8.3 kpc

Take-home messages

VL Cauda



Bonus material



We get estimates & uncertainties on additional 
cluster parameters independent of other methods

MPal5 = 16.0 (+8.5 / -5.9) 103 MSund = 23.58 (+0.84 / -0.72) kpc

Küpper et al. (2015)

distance Sun-Pal5 [kpc] Pal5 mass [Msun]



Piffl et al. (2013)

Other methods use tracers in the Galactic halo



Piffl et al. (2013)

Palomar 5 measurement in excellent agreement 
with other most other methods



Circular velocity in the halo at 19 kpc is 217 km/s

A&A 549, A137 (2013)
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Fig. 6. Comparison of the best-fitting model rotation curve (solid black line) with terminal velocities from surveys in H i (red circles) and in CO
(green diamonds), as well as maser observations (blue squares) for Model III.
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Fig. 7. Visualization of the correlation between Mh and ah in Model III.
The meaning of the cross, curves, and shaded regions is the same as in
Fig. 3 except that the red dashed line defines loci of constant halo mass
inside a sphere of radius 18.8 kpc.

uncertainties in current positions and velocities via Gaussian
distribution, are computed for HE 0437-5439 and LMC in-
dependently using the input parameters listed in Table 4.
The distributions of pericenter distance dp, its corresponding
point in time Tp, and relative velocity vp derived from the re-
sulting sample of 108 combinations of orbit pairs are insensi-
tive to the choice of the mass model (see run #1a in Table 5),
and they confirm the results of Brown et al. (2010) (dp =
13 kpc, Tp = �23 Myr) based on the Kenyon et al. (2008)
Galactic potential and identical input values. Since dp ex-
ceeds the radii of LMC’s central region RLMC

cen = 3 kpc, as
well as the outermost regions RLMC

out = 10 kpc (Brown et al.
2010), an origin in the LMC seems unlikely in this context.

2) Next, the LMC proper motions of Table 4 are replaced by
(µ↵ cos �, µ�) = (+1.94±0.29,�0.14±0.36) mas yr�1 (Kroupa
& Bastian 1997) to explore their influence on the outcome.

Table 4. Kinematic input parameters.

Parameter Value
HE 0437-5439 LMC

↵ (J2000.0) 4h38m12.s8a 5h27.m6d

� (J2000.0) �54�3301200a �69�520d
distance (kpc) 61 ± 9b 50.1 ± 2.4e

µ↵ cos � (mas yr�1) 0.53 ± 0.25(stat) ± 0.33(sys)c 2.03 ± 0.08 f

µ� (mas yr�1) 0.09 ± 0.21(stat) ± 0.48(sys)c 0.44 ± 0.05 f

vrad (km s�1) 723 ± 3a 262.2 ± 3.4d

Notes. Uncertainties are 1�.
References.

(a) Edelmann et al. (2005); (b) Przybilla et al. (2008);
(c) Brown et al. (2010); (d) van der Marel et al. (2002); (e) Freedman
et al. (2001); ( f ) Kallivayalil et al. (2006).

Performing the same Monte-Carlo method as before, all
three models give smaller pericenter distances (see run #2
in Table 5) and thus closer encounters of the two objects.

3) Assuming the CTI of ACS to be rising linearly in time,
Brown et al. (2010) applied 55% of the epoch-2 CTI correc-
tion to their epoch-1 images. According to Massey (2010),
however, there was a dramatic increase in the CTI be-
tween the two epochs that lead to an overcorrection in the
epoch-1 data by Brown et al. implying proper motions of
HE 0437-5439 that were larger than stated in Brown et al.
(2010). The corresponding e↵ects are roughly estimated
here by adding the systematic errors to the mean value
and omitting them afterwards, i.e., by using (µ↵ cos �, µ�) =
(+0.86± 0.25,+0.57± 0.21) mas yr�1 as input for the Monte-
Carlo calculation. The resulting distributions (see run #3a in
Table 5) are still almost model independent and visualized
for Model III in the upper panel of Fig. 8. In all three models,
about 10% of all orbit pairs yield pericenter passages within
the central region, i.e., dp  RLMC

cen , or 76% in the outermost
regions of the LMC (dp  RLMC

out ). Out of these, 2% (21%)
have shorter flight times than the star’s age of 18 ± 3 Myr
(Przybilla et al. 2008). Thus, 0.2% (16%) of the trajectories
are consistent with an origin in the inner (outer) LMC without
invoking additional requirements, such as a blue straggler na-
ture. The decrease in pericenter distances due to CTI e↵ects
(Table 5: run #2 versus run #3a) is stronger than when they
are due to a change in LMC proper motions (Table 5: run #1a
versus run #2).

A137, page 10 of 13

HI CO Masers

Irrgang et al. (2013)

MR<100kpc = 1.7 1012 Msun
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Orbital offset causes apparent epicyclic motion
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Orbital offset causes apparent epicyclic motion
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Orbital offset causes apparent epicyclic motion



Different orbits cause different epicyclic patterns



Epicyclic motions cause apparent overdensities and 
underdensities containing orbital information



Appearance of streaklines depends crucially on the 
choice of radial offset and velocity offset

Küpper, Lane & Heggie (2012)

x

same orbital velocity



same orbital velocity

higher velocity

x

Küpper, Lane & Heggie (2012)

Appearance of streaklines depends crucially on the 
choice of radial offset and velocity offset



same orbital velocity

intermediate velocity

same angular velocity
x

Küpper, Lane & Heggie (2012)

Appearance of streaklines depends crucially on the 
choice of radial offset and velocity offset



same angular velocity 
(w/o cluster mass)

same angular velocity 
(with cluster mass)

Appearance of streaklines also depends on whether 
the cluster mass is taken into account or not

x

Küpper, Lane & Heggie (2012)


