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The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your 
computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

The strong blue asymmetry of the line suggests the presence of outflow ionized gas that, given the 
velocities, can only be ascribed to the AGN  

VLT/SINFONI observations of a 
sample of 6 quasar: 
 
•  z~ 2.3 – 2.5  
•  Lbol ~ 1047 – 1048 erg/s 
•  Target [OIII] 5007 line  

Fast ( > 100 km/s ) blue-shifted 
emission with very large velocity 
dispersion (FWHM > 1000 km/s) 

[OIII] velocity map 

 



Outflow rate increases with 
AGN luminosity  

Ionized outflow assuming ne= 103 cm-3 

Ionized outflow assuming ne= 102 cm-3 

Molecular outflow (local starburst) 

Molecular outflow (local AGN) 

Carniani et al. (in prep) 
Cicone et al., 2014 
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 [OIII]�5100  as a tracer of ionized outflows  



Carniani et al. (in prep) 
Cicone et al., 2014 

The [OIII] ionized gas is accelerated far from the AGN nuclear region  

The momentum rate transferred by the AGN emission to the gas is given 
by the average number of photon scattering 

Carniani et al. (in prep) 
Cicone et al., 2014 

 [OIII]�5100  as a tracer of ionized outflows  



Star formation in the host galaxy is strongly 
suppressed from the outflow  

 

In the region where the [OIII] outflow velocity is larger, the “narrow” line emission is suppressed  

External region 
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Large&surveys&for&21cm&HI&absorp5on&&

12&Mar&2014& E&Sadler,&&ESO&3D2014& 1&

Elaine&Sadler&(University&of&Sydney/CAASTRO)&and&the&ASKAP&FLASH&team&

Mo5va5on:&Use&21cm&HI&absorp5on&to&probe&neutral&atomic&hydrogen&
in&distant&galaxies&&R&unlike&HI&emission,&sensi%vity)is)independent)of)z)

Image:&S.&Curran&

Intervening&absorbers:&&&Cosmic&evolu5on&of&HI&in&galaxies&
Associated&absorbers:&&&&AGN&fuelling&and&feedback&



ASKAP&FLASH&–&the&First&Large&Absorp5on&
Survey&in&HI&&

12&Mar&2014& E&Sadler,&&ESO&3D2014& 2&

−400 −300 −200 −100 0 100 200 300 400

−0.5

−0.4

−0.3

−0.2

−0.1

0

0.1

v (km s−1)

S
(J

y
)

 

 

ASKAP (3 antennas)
Chengalur et al. (1999)

New)parameter)space)opened)up)by)ASKAP:)
• &30&deg2&field&of&view&(PAF)&–&survey&whole&southern&sky&(>150,000&sightlines)&&
• &Wide&bandwidth&–&e.g.&simultaneous&coverage&of&redshi]&0.5&<&z&<&1&&
• &RadioRquiet&site&–&RFI&levels&excep5onally&low&below&1&GHz&&

First&ASKAP&&
HI&spectrum:&
PKS&1830R211&

Image:&J.&Allison/CSIRO&

FLASH&early&science&2015R16,&full&survey&from&2016R17&&&



HI&absorp5on&in&nearby&compact&
radio&galaxies&&

Australia&Telescope&Compact&
Array&–&targeted&observa5ons&of&
~40&compact&radio&galaxies&at&
0.04&<&z&<&0.1.&)

Used)an)automated)Bayesian)line?
finding)tool)(Allison)et)al.)2012))to)
find)and)fit)HI)absorp%on)lines.)))

HI&detec5on&rate&~10%,&mixture&
of&earlyR&and&lateRtype&galaxies.&&

12&Mar&2014& 3&E&Sadler,&&ESO&3D2014&
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J001605-234352

J181934-634548 (2011 February)

J181934-634548 (2011 April)

J205401-424238

Figure 4. Target sources with detected H I absorption. Left: Images from the ATCA observations (contours) and the SuperCosmos Sky Survey (grey-
scale; Hambly et al. 2001). The contours represent intervals of 10 per cent of the peak continuum brightness. The FWHM of the ATCA synthesised
beam is displayed in the bottom left-hand corner of each image. Right: The corresponding spectra from the ATCA observations. The data have been
simultaneously fit by a combined continuum and multiple Gaussian spectral-line model. The solid black line represents the data after subtraction of the
best-fitting continuum component. The solid red line represents the best-fitting multiple Gaussian spectral-line model, and the dashed red lines represent
individual components. The solid blue line represents the best-fitting residual, including a velocity-axis offset for clarity. R refers to the detection
significance as defined by Equation 9.
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(Allison&et&al.&2012,&2013)&

(with&James&Allison,&Steve&Curran,&Bjorn&Emonts,&Ka5nka&Gereb,&Elizabeth&Mahony,&
Sarah&Reeves,&Mar5n&Zwaan)&&

Broad, weak 21 cm absorption in an early type galaxy 3

Figure 2. Results of fitting to spectra from 21 cm observations in 2011 April and 2012 June with the ATCA. The radial velocity axis is given in the rest
frame defined by the optical spectroscopic redshift (vertical dashed line). The data have been simultaneously fitted by a combined continuum polynomial
and a spectral line model. The solid black line represents the data after subtraction of the best-fitting (maximum-likelihood) continuum component. The
red line represents the best-fitting spectral line model (see text for details). The blue line represents the best-fitting residual, including a velocity-axis
offset for clarity.

4 RESULTS AND DISCUSSION

4.1 Parametrization of the 21 cm absorption

We implemented the analysis method outlined in Section 3, ini-
tially representing the 21 cm spectral line by multiple Gaussian
components. The data in both epochs warrant the inclusion of the
spectral line model over the continuum-only model and, by com-
paring the Bayesian evidence for different numbers of spectral
line components, the single-component model is favoured. How-
ever, while a single Gaussian does provide a good fit to the com-
bined data (at maximum likelihood ⇥2

ml/d.o.f = 0.94 ± 0.06),
upon visual inspection the spectral line profile appears more
steep sided than predicted by this model. To test this hypothe-
sis, we tried an empirically motivated spectral line model, which
provides for a simultaneously broad and steep-sided trough-like
profile, and is given by the product of two Gauss error functions
(R. Jurek and T. Westmeier, private communication). This is a
simplified version of the 21 cm spectral line model developed
by Westmeier, Jurek & Obreschkow (in preparation). Since this
model contains one more parameter than a single Gaussian pro-
file, which determines the steepness of the profile sides, it must
provide a significantly better representation of the data in order
to be preferred.

Again using Bayesian inference, we found that the 2011
April data favour the single Gaussian model, while the 2012
June and combined data favour the trough-like model. This re-
sult is perhaps unsurprising given the relatively low signal-to-
noise ratio (S/N) of the 2011 April data. In the case of the com-
bined data, the trough-like model is found to be approximately
35 times more likely than the single Gaussian model, with a sig-
nificance above the continuum-only model of R = 109.5± 0.1.
When we replaced the uniform prior for the redshift of the 21 cm
spectral-line with a normal prior of 12859± 500 km s�1, given
by the 6dFGS optical redshift (Jones et al. 2009) and typical
infall/outflow gas velocities, the spectral line significance in-
creases to R = 111.8±0.1. Fig. 2 shows the best-fitting spectral
line model for each of the individual spectra and the velocity-
binned combined data.

For a sufficiently bright background source, the actual op-
tical depth is related to the continuum flux density (Scont), the
fraction of flux that is covered by the foreground H I gas (f ) and
the observed spectral-line depth (�Sline). This relationship is
given by

�(v) = � ln

✓
1� �Sline

fScont

◆
, (2)

where �(v) is the optical depth of the absorbing gas as a function
of the rest-frame radial velocity. If we assume that the 21 cm
absorption is optically thin (�Sline/fScont � 0.3), the above
expression reduces to

�(v) ⌅ �Sline

fScont
⌅ �obs(v)

f
, (3)

where �obs(v) is the observed optical depth. Since many 21 cm
absorption lines in the literature are far from being well mod-
elled by a single Gaussian component, for the purpose of com-
parison, we define an effective width by

�ve� ⇤
R
�obs(v) dv

�obs,peak
, (4)

where �obs,peak is the peak observed optical depth. This defini-
tion of the spectral line width avoids missing the contribution
of broad, shallow components (as when using the FWHM), or
the width parameter being strongly dependent on the spectral
uncertainty (as when using the full width at zero-intensity). For
the special case of a single Gaussian component, the effective
width is just a factor of 1.06 times the FWHM. In Table 1, we
summarize the derived spectral line parameters from the best-
fitting models. Parameter values estimated from the 2011 April
and 2012 June data are mostly consistent with each other and
any significant differences are the result of the choice of model
parametrization (the single Gaussian is intrinsically more peaked
than the trough-like model). The small difference between the
value of R for our re-analysis of the 2011 April data, with that
from the previous analysis by Allison et al. (2012a), is the result
of improvements to our data reduction method.

The column density of atomic neutral hydrogen (in cm�2)
as a function of the integrated optical depth (in km s�1) is given
by (Wolfe & Burbidge 1975)

NHI = 1.823⇥ 1018 Tspin

Z
�(v) dv

⌅ 1.823⇥ 1018
Tspin

f

Z
�obs(v) dv, (5)

where Tspin is the mean harmonic spin temperature of the gas (in
K). Based on this relation, we estimate the H I column density
towards PMN J2054–4242 to be

NHI ⌅ 1.91± 0.14⇥ 1021
✓

Tspin

100K

◆✓
1.0
f

◆
cm�2, (6)
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Associated&HI&absorp5on&in&HIPASS&

Associated&HI&absorp5on&in&HIPASS&Associated&HI&absorp5on&in&HIPASS&

Strong&associated&HI&absorp5on&linked&
to&presence&of&OH/H20&megamasers?&&(Allison&et&al.&2014,&MNRAS&in&press&)&

New&

4 detections in 210 nearby radio-loud galaxies (z < 0.04) 
(with&James&Allison&
and&Alex&Meekin)&&



3D2014: Gas and stars in galaxies, 13 March 2014

Bernd Husemann (ESO fellow)

L. Wisotzki (AIP), K. Jahnke (MPIA), S. F. Sanchez (UNAM),

T. Davis (ESO), H. Dannerbauer (Uni Vienna), J. Hodge (NRAO),

V. Wild (St. Andrews), D. Gadotti (ESO), S. Bekeraite (AIP)

Probing the QSO-host galaxy connection
with 3D spectroscopy

HE 1029-1401 (HST) VIMOS [OIII] map [OIII] velocity

QSO emission can be subtracted in 3D spectroscopic data!



3D2014: Gas and stars in galaxies, 13 March 2014

Quenching of star formation by AGN feedback?
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Extinction-corrected Hα
emission as SFR tracer

Main sequence

● SFR in QSO hosts is diverse

● Major mergers above MS

● Several QSOs below MS

➔ Signature of AGN feedback?● 18  QSOs at 0.027<z<0.2
● deep HR VIMOS IFU spectroscopy



3D2014: Gas and stars in galaxies, 13 March 2014

The star formation efficiency of QSO hosts

CO(1-0)

CO(1-0)

Combining VIMOS IFU & 
IRAM 30m sub-mm data

● Linear relation between SFR  
   and H2 gas mass

● Only a few objects are              
   significantly off the relation 

➔ Normal conditions for SF?
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3D2014: Gas and stars in galaxies, 13 March 2014

AGN galaxies SF galaxies
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Reconstructed Hα images

Spatially resolved comparison study of star 
formation in AGN and SF galaxies

● 20 AGN and 20 star forming galaxies
● Narrow stellar mass range
● Late-type and face-on galaxies
● Redshift 0.03<z<0.05 and δ<10°

● AGN distribution peaks at       
   lower SFR than SF galaxies

● Need to be sure that the         
   AGN is causing this change

➔ Comparison samples are the 
key to study the effect of AGN



The disappearance of the AGN torus

Leonard Burtscher, Ric Davies, Ming-Yi Lin, !
Gilles Orban de Xivry, David Rosario

3D2014 conference 12 March 2014

Bottomline:!
There is a strong correlation between the nuclear near-
IR continuum and the X-Rays as well as nuclear mid-IR 
continuum, with no difference between type 1/2 AGNs

The nuclear non-stellar 
continuum in the near-IR

Burtscher et al. (soon to be submitted)



Probing the non-stellar 
continuum with SINFONI

The Astrophysical Journal, 768:107 (17pp), 2013 May 10 Hicks et al.

Figure 1. Azimuthal average of the CO equivalent width. Significant dilution is seen in only three galaxies, all Seyferts. The triangles are Seyfert galaxies while the
circles are quiescent galaxies, and all curves are labeled according to those defined in Table 1. The horizontal dashed line represents the lower bound on an undiluted
CO bandhead equivalent width (see Section 2.3 for details). A typical error bar, representative of the standard deviation of the equivalent width of all pixels at each
annulus, is shown on the right.
(A color version of this figure is available in the online journal.)

Figure 2. Maps of non-stellar continuum in three galaxies (NGC 3227, NGC 6300, and NGC 6814) where significant dilution of the CO bandheads is seen due to an
AGN continuum. The central circle represents the radius at which the dilution factor is 2. In all maps north is up and east is to the left.
(A color version of this figure is available in the online journal.)

that the selected active galaxies have 2–3 orders of magnitude
higher X-ray luminosities compared to the quiescent galaxies
in the sample (three of the quiescent galaxies were not detected
in surveys in which they were included). This difference in
X-ray luminosities suggests that our selected AGNs are indeed
significantly more active than the selected quiescent galaxies,
and are consistent with a Seyfert classification. There is evidence
of significant obscuration in three of the Seyfert galaxies:
NGC 3227 (Vasudevan et al. 2010), NGC 5643 (Lutz et al.
2004; Guainazzi et al. 2004; Shu et al. 2007), and NGC 7743
(Panessa et al. 2006). For two of these Compton thick sources,
NGC 3227 and NGC 7743, an estimate of the intrinsic 2–10 keV
emission (corrected for obscuration) is available and listed in
Table 2. Also of note is that the three galaxies with the strongest
non-stellar AGN continua are also those with the highest X-ray
luminosities, that NGC 5643 (2a), which has only a hint of AGN
continuum based on dilution of the CO bandheads, has moderate
observed X-ray luminosities and is known to be highly obscured,
and that NGC 7743 (5a), which shows no indication of an AGN
continuum, has an observed X-ray luminosity comparable to
the brightest quiescent galaxy (González-Martı́n et al. 2009;
i.e., before correction for obscuration).

3. CHARACTERIZATION OF NUCLEAR
MOLECULAR GAS AND STARS

3.1. 2D Distribution and Kinematics

In all 10 galaxies the first two CO bandheads at λ2.2935,
2.3226 µm are detected well enough to reliably measure the
velocity and velocity dispersion across a large fraction of
the 8′′ × 8′′ FOV. H2 1–0 S(1) λ2.1218 µm emission is
detected in seven of the galaxies, with all three of those with
non-detections being quiescent galaxies. Two of these
non-detections are galaxies for which Martini et al. (2003a)
find no detectable nuclear dust structure, which is known
to correlate with low molecular gas content (e.g., Young
& Scoville 1991; Dumas et al. 2010). Spectra of each
galaxy integrated over the measured FOV are shown in
Figure 3.

The 2D flux distribution, velocity, and velocity dispersion
(σ ) of the stellar and gas kinematics have been extracted by
fitting the CO bandheads and H2 emission, respectively. Before
extraction of the kinematics the data cubes were spatially binned
to a minimum signal-to-noise ratio (S/N) with the Voronoi
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about 75% of the flux is within the core, and it is thus this com-
ponent that dominates the PSF. In this paper, a more exact repre-
sentation of the PSF is not needed since we have not performed a
detailed kinematic analysis, and we have simply used the Moffat
function to derive an FWHM for the spatial resolution. The res-
olutions achieved are listed in Table 1.

2.4. Emission/Absorption-Line Characterization

The two-dimensional (2D) distribution of emission and absorp-
tion features has been found byfitting a function to the continuum-
subtracted spectral profile at each spatial position in the data cube.
The function was a convolution of a Gaussian with a spectrally
unresolved template profile: in the case of emission lines it was
an OH sky emission line, and for stellar absorption features we
made use of template stars observed in the same configuration
(pixel scale and grism). A minimization was performed in which
the parameters of the Gaussian were adjusted until the convolved
profile best matched the data. During the minimization, pixels in
the data that consistently deviated strongly from the data were
rejected. The uncertainties were bootstrapped usingMonte Carlo
techniques, assuming that the noise is uncorrelated and the in-
trinsic profile is well represented by a Gaussian. The method in-
volves adding a Gaussian with the derived properties to a spec-
tral segment that exhibits the same noise statistics as the data, and
refitting the result to yield a new set of Gaussian parameters. After
repeating this 100 times, the standard deviation of the center and
dispersion were used as the uncertainties for the velocity and line
width.

The kinematics was further processed using kinemetry
(Krajnović et al. 2006). This is a parameterization (i.e., a math-
ematical rather than a physical model) of the 2D field. As such,
beam smearing is not a relevant issue to kinemetry, which yields
an analytical expression for the observed data. Of course, when
the coefficients of this expression are interpreted or used to con-
strain a physical model, then beam smearing should be consid-
ered. Mathematically, the kinemetry procedure fits the data with
a linear sum of sines and cosines with various angular scalings
around ellipses at each radius. We have used it for three purposes:
to determine the best position angle and axis ratio for the velocity
field, to remove high-order noise from the raw kinematic extrac-
tion, and to recover the velocity and dispersion radial profiles. In
all of the cases considered here, the kinematic center of the veloc-
ity field was assumed to be coincident with the peak of the non-

stellar continuum. In addition, the uniformity of the velocity field
permitted us to make the simplifying assumption of a single posi-
tion angle and axis ratio; i.e., there is no evidence for warps or
twisted velocity contours.We then derived the position angle and
inclination of the disk by minimizing the A1 and B3 parameters,
respectively (for a description of these see Krajnović et al. 2006).
The rotation curves were recovered by correcting the measured
velocity profile for inclination. We have assumed throughout the
paper that the dispersion is isotropic, and hence no inclination
correction was applied to the dispersion that was measured.

The innermost parts of the kinematics derived as above are
of course still affected by beam smearing. In general, the central
dispersion cannot necessarily be taken at face value since it may
be either artificially increased by any component of rotation in-
cluded within the beam size or decreased if neighboring regions
within the beam have a lower dispersion. In the galaxies we have
studied, there are two aspects that mitigate this uncertainty: the
rotation speed in the central region is much less than the disper-
sion and so will not significantly alter it; and when estimating the
central value, we consider the trend of the dispersion from large
radii, where the effect of the beam is small, to the center. For the
basic analyses performed here, we have therefore adopted the cen-
tral dispersion at face value.More detailed physicalmodels for the
nuclear disks, which properly account for the effects of beam
smearing, will be presented in future publications. Lastly, we
emphasize that the impact of the finite beam size on the derived
rotation curve does not affect our measurement of the dynamical
mass. The reason is that, for all the dynamical mass estimates we
make, the mass is estimated at a radius much larger than the
FWHM of the PSF, as can be seen in the relevant figures.

3. QUANTIFYING THE STAR FORMATION

In this section we describe the tools of the trade used to analyze
the data, which led us to the global results presented in x 4. Spe-
cific details and analyses for individual objects can be found in the
Appendix. We use the same methods and tools for all the objects
to ensure that all the data are analyzed in a consistent manner.

Perhaps the most important issue is how to isolate the stellar
continuum, which is itself a powerful diagnostic. In addition, we
use three standard and independent diagnostics to quantify the
star formation history and intensity in the nuclei of these AGNs.
These are the Br! equivalent width, supernova rate, andmass-to-
light ratio. Much of the discussion concerns how we take into

Fig. 2.—Left: Equivalent width of the CO(2Y0) and CO(6Y3) features for various stars and galaxies. The late-type supergiant stars (asterisks) and giant stars (open
stars) are taken from Origlia et al. (1993). The galaxies (denoted ‘‘E’’ for elliptical, ‘‘S’’ for spiral, and ‘‘H’’ for star-forming H ii galaxy) are from Oliva et al. (1995).
The dashed box encloses the region for which there is no more than 20% deviation from each of the values WCO(2Y0) ¼ 12 8 and WCO(6Y3) ¼ 4:5 8. Middle and
right: CalculatedWCO(6Y3) andWCO(2Y0), respectively, from STARS for several different star formation histories. Each line is truncated when the cluster luminosity falls below
1/15 of its maximum. In each case, the dashed lines show typical values adopted, and the dotted lines denote a range of "20%.
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AGN (NGC 3281) Inactive (NGC 4030)

LINER (NGC 1097)

AGN (NGC 5135)

Maps of CO (2.29 µm) !
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no bimodality
intrinsic distribution

bimodality
nuclear distribution

gray shaded: with 
proper X-ray 

measurements

r < 200 pc!
r > 200 pc

And the reason is:



The non-stellar continuum

Need ~ 10x better resolution to 
discriminate between stellar and non-

stellar light in very weak AGNs...

Lbol ~ 1042 erg/s

Circinus

NGC 5135

IC 5063

NGC 1068

Cen A

• Tight correlation between near-IR non-
stellar light and nuclear mid-IR!

• no type 1/2 dichotomy, as in Lmir - LX 
relation!

• but: perhaps some interesting outliers
Burtscher et al. (soon to be submitted)



3D view on ionised gas          
in Seyfert galaxies 

Julia Scharwächter (Observatoire de Paris, LERMA)

NGC 5427
(Seyfert 2)

NGC 6300 
(Seyfert 2)

Hα velocity Hα velocity

This large-field IFU study is part of....

130 deg
NGC 6300



Siding Spring 
Southern Seyfert                                 

Spectroscopic Snapshot Survey

Michael Dopita1, Prajval Shastri2, Lisa Kewley1,                
Julia Scharwächter3, Preeti Kharb2, Jessy Jose2,       
Rebecca Davies1, Julie Banfield4, Ralph Sutherland1, 
Elise Hampton1, Harish Bhatt2, Ramya Sethuram2, 
Shweta Srivastava5

1 Australian National University; 2 Indian Institute of Astrophysics;                           
3 Observatoire de Paris; 4 CSIRO, Australia; 5Gorakhpur University, India

Optical integral field survey of >100 Seyfert galaxies                            

Wide Field Spectrograph - WiFeS (Dopita et al. 2010)                                           

(Extended) NLR, NLR kinematics, AGN EUV continuum, 
chemical abundance, gas inflows/outflows, role of jet, ...
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NGC 5427 and NGC 6300:
Six WiFeS fields

Michael A. Dopita et al.: Probing the Physics of Narrow-Line Regions of Seyfert Galaxies I: The Case of NGC 5427

Table 1. The logarithms of the observed line ratios for the H ii regions identified in NGC 5427 (see Figure 2). The mean ionisation parameters,
log q = log(cU), where c is the speed of light in cm s−1, and the mean total oxygen abundances, 12+log(O/H) are derived from the pyqz program
(see text).

log Ratios:
Region [O iii]/Hβ [N ii]/Hα [S ii]/Hα [O iii]/[O ii] [O iii]/[N ii] [O iii]/[S ii] [N ii]/[S ii] [N ii]/[O ii] logq ∆ logq 12+log(O/H) ∆ log(O/H)]
021 -0.501 -0.495 -0.664 -0.339 -0.462 -0.293 0.169 0.123 7.39 0.17 9.11 0.06
06 -0.769 -0.483 -0.736 -0.931 -0.743 -0.49 0.253 -0.188 7.37 0.29 9.16 0.06
08 -0.803 -0.494 -0.647 -1.017 -0.765 -0.613 0.153 -0.251 7.15 0.17 9.13 0.06
09 -0.489 -0.466 -0.619 -0.651 -0.48 -0.327 0.153 -0.172 7.35 9 0.01 9.11 0.01
10 -0.631 -0.46 -0.656 -0.911 -0.628 -0.431 0.197 -0.282 7.27 0.22 9.12 0.06
11 -0.906 -0.487 -0.654 — -0.876 -0.709 0.167 — 7.27 0.00 9.18 0.01
12 -0.76 -0.474 -0.602 -1.146 -0.742 -0.615 0.128 -0.404 7.07 0.23 9.09 0.09
13 -0.828 -0.517 -0.597 -0.912 -0.767 -0.688 0.079 -0.145 7.09 0.03 9.12 0.02
14 -0.689 -0.445 -0.65 -0.968 -0.7 -0.496 0.204 -0.268 7.26 0.24 9.13 0.07
15 -0.45 -0.455 -0.56 -0.795 -0.451 -0.346 0.105 -0.343 7.21 0.09 9.06 0.03
16 -0.245 -0.49 -0.539 -0.648 -0.212 -0.163 0.049 -0.436 7.21 0.01 9.00 0.01
17 -0.113 -0.549 -0.527 -0.503 -0.02 -0.043 -0.023 -0.483 7.23 0.08 8.92 0.04
18 0.101 -0.615 -0.532 -0.596 0.26 0.177 -0.084 -0.856 7.16 0.07 8.80 0.04
19 -0.68 -0.461 -0.583 -0.925 -0.675 -0.554 0.121 -0.249 7.15 0.12 9.11 0.04
20 -0.542 -0.495 -0.602 -0.874 -0.504 -0.397 0.107 -0.37 7.17 0.13 9.07 0.04
21 -0.624 -0.49 -0.569 -1.052 -0.59 -0.512 0.078 -0.462 7.06 0.17 9.05 0.07
22 -0.529 -0.493 -0.534 -0.928 -0.492 -0.451 0.041 -0.436 7.06 0.09 9 9.03 0.04
23 -0.471 -0.453 -0.525 -0.836 -0.475 -0.403 0.072 -0.361 7.15 0.08 9.05 8 0.02
24 -0.38 -0.463 -0.509 -0.818 -0.373 -0.327 0.046 -0.445 7.13 0.07 9.02 0.03
25 -0.47 -0.457 -0.531 -0.917 -0.469 -0.395 0.074 -0.448 7.12 0.13 9.04 0.05
26 -0.413 -0.489 -0.591 -0.893 -0.381 -0.279 0.102 -0.512 7.17 0.18 9.02 0.07
27 -0.37 -0.508 -0.518 -0.785 -0.318 -0.309 0.01 -0.466 7.09 0.03 8.99 0.02
28 -0.39 -0.49 -0.56 -0.871 -0.356 -0.287 0.07 -0.515 7.13 0.14 9.01 0.06
29 -0.41 -0.498 -0.543 -0.87 -0.368 -0.324 0.045 -0.502 7.10 0.10 9.00 0.05
301 -0.276 -0.439 -0.461 -1.06 -0.293 -0.272 0.021 -0.767 7.02 0.23 8.93 0.13
31 -0.234 -0.508 -0.494 -0.708 -0.183 -0.196 -0.014 -0.525 7.12 0.01 8.96 0.01
32 -0.852 -0.494 -0.679 -1.079 -0.814 -0.63 0.184 -0.265 7.18 0.24 9.14 0.08
33 -0.663 -0.531 -0.664 -0.815 -0.588 -0.456 0.133 -0.226 7.22 0.07 9.11 0.03
34 -0.602 -0.364 -0.561 -0.864 -0.694 -0.497 0.197 -0.17 7.30 0.17 9.14 0.04
351 -0.468 -0.469 -0.612 -1.32 -0.456 -0.313 0.143 -0.864 7.08 0.45 8.97 0.22
36 -0.405 -0.45 -0.534 -0.866 -0.411 -0.327 0.084 -0.455 7.15 0.14 9.03 0.05
37 -0.323 -0.524 -0.548 -0.695 -0.255 -0.231 0.024 -0.441 7.15 0.01 0 9.00 0.01
38 -0.112 -0.526 -0.535 -0.628 -0.042 -0.033 0.009 -0.585 7.20 0.03 8.94 0.02
39 -0.255 -0.507 -0.552 -0.749 -0.205 -0.16 0.045 -0.544 7.16 0.08 8.79 0.04

1 Region of low S/N or nuclear contaminated region not used in the abundance gradient analysis.

Fig. 7.Oxygen abundances in NGC 5427 as derived for H ii region com-
plexes via photoionisation modelling. The oxygen abundance listed in
Table 1 is colour-coded. Region 35 is left out, as the abundance has a
large uncertainty. The grey-scale background image shows the Hα im-
age in which unreliable measurements have been clipped. The nucleus
is marked with a white cross. Note the the presence of an abundance
gradient with increasing abundance along the spiral arms toward the
central region.

4. Analysis of the NLR

4.1. Nuclear Spectrum

We now use the gas-phase abundance of the nuclear region ob-
tained from the H ii region measurements in Section 3.3 as an

Fig. 8. Abundance gradient in NGC 5427. The oxygen abundance (see
Figure 7 and Table 1) is plotted against deprojected distance from
the nucleus. Region 35 is left out, as the abundance has a large un-
certainty. In order to compute the deprojected distance it is assumed
that the galaxy disk of NGC 5427 has an inclination of i = 38 deg
and a position angle of PA = 11 deg (cf. Marinova & Jogee 2007).
The line shows a linear regression. The linear regression results in
a gradient of -0.025 dex/kpc and a (maximum) central abundance of
12 + log(O/H) = 9.25, typical for galaxies in their early tidal interac-
tion phase.

input parameter for modelling the AGN emission-line ratios in
NGC 5427. For the input AGN spectrum, we compute the to-
tal spectrum summed over a 3 × 3 pixel (i.e. ∼ 3′′ × 3′′) region
centred on the nucleus of NGC 5427 as defined by the peak in
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Fig. 12. The inferred SED for the best-fit model of the nuclear spectrum
of NGC 5427 (model A: MBH = 5 × 107M⊙, an Eddington fraction of
0.1, a hard X-ray scale factor of 0.2 and logU = −1.3.). The vertical
scaling factor applies at the inner edge of the model NLR. Note the ab-
sence of an intermediate Compton component between 16 < log ν < 18.
Such a component would arise naturally in Compton-heated optically-
thin photoionised gas close to the ionising source. For comparison, we
also show the other models which give a reasonable fit to the observed
nuclear spectrum. Model B has the parameters MBH = 5 × 107M⊙, an
Eddington fraction of 0.1 and a hard X-ray scale factor of 0.25 and
logU = −1.5, and model C has MBH = 108M⊙, an Eddington fraction
of 0.05 and a hard X-ray scale factor of 0.2 and logU = −2.0. The line
fluxes for these are given in detail in Table 2.

MBH = 108M⊙, an Eddington fraction of 0.05 and a hard X-ray
scale factor of 0.2 and logU = −2.0 (Model C).

We also investigated the fits for the case of a κ-distribution
of electrons rather than the assumption of a Maxwell-Boltzmann
distribution. The empirical justification for adopting a non-
thermal distribution in the case of H ii regions has been discussed
by Nicholls et al. (2012); Dopita et al. (2013). In the analysis
we use κ = 20. For the fitting we must use a higher initial nu-
clear abundance; 3.75Z⊙, derived from the H ii region abundance
gradient data in Section (3.3) above. In this case, the best fit is
obtained with the nuclear He abundance enhanced by +0.17dex
and N enhanced by +0.25 dex, very similar to the factors derived
for the Maxwell-Boltzmann case. The best fit model (Model D
in Table 2) has MBH = 5 × 107M⊙, an Eddington fraction of 0.1,
a hard X-ray scale factor of 0.2, logU = −1.3 and log P/k = 6.6.
This model fits the observed spectrum even better than Model A.

The comparison of these models with the observed nuclear
spectrum is shown in Table 2. Compared with earlier attempts
to model individual objects e.g. Allen et al. (1999), the fit is ex-
cellent. The large difference between the model and the observa-
tions in the case of [N i] is likely caused by a modelling error, as
this line is notoriously difficult to predict, as this line arises from
the extended partially-ionised zone close to the ionisation front
which is heated by Auger electrons from the hard X-rays. The
computed temperature in this zone is somewhat unreliable, and
the charge-exchange rate with H which governs the fractional
ionisation of N depends critically upon this temperature.

4.5. The Luminosity of the Black Hole

Our best fit model to the emission line spectrum inside a 3 × 3
arc sec. box surrounding the nucleus implies a bolometric lumi-
nosity of log Lbol. = 44.3 erg s−1. In this best-fit model, 25% of
the bolometric flux is in hydrogen ionising frequencies (hν >
13.6eV). Thus, the UV to far-IR luminosity is log Lbol. = 44.17
erg s−1. This should be compared with the (Woo & Urry 2002)
value of log(Lbol.) = 44.12 erg s−1 obtained by direct integration
of the observed flux over this part of the SED.

The inner empty zone in the model (required in order to pro-
vide the correct value of the ionisation parameter in the NLR
gas) is 6 × 1020cm (194pc or 1.1arc sec at the distance of
NGC 5427). This can be compared with the mean radius inside
the 3 × 3 arc sec aperture (defined as the radius of a circle with
total area 4.5 arc sec2) which is 1.2 arc sec (211 pc). Clearly both
the computed scale of the ENLR and the luminosity given by the
model are consistent with the observations.

Given that we are in the radiation pressure dominated regime
we can also estimate the luminosity from both the pressure in
the ionised gas, and the radius of the ionised gas from the central
engine using the fact that P ∼ nkT ∼ L/4πr2. Using the mea-
sured electron density of the [S ii] gas, n[S II] = 330 ± 50cm−3,
we determined the parameters of the gas in the [S ii] emitting
zone, n = 1400cm−3, and T = 7450K, giving a total pressure of
P = 1.4 × 10−9dynes cm−2. Taking the radius as 194 - 211 pc,
and allowing for the uncertainty in the density determination, we
conclude that log Lbol. = 44.3 ± 0.1 erg s−1 by this method - ex-
actly the same as that previously derived. The fact that we can
successfully estimate the luminosity from only the [S ii] density
and the observed radius of the emitting gas from the central en-
gine (provided that we are sure that the NLR is in the pressure-
dominated regime) suggests that this method could find more
general application to other Seyfert ENLR regions.

4.6. The ENLR of NGC 5427

The extended narrow-line region (ENLR) of NGC 5427 is found
out to 10′′ from the nucleus. It is immediately evident from Fig-
ure 6 and the left-hand panel of Figure 11 that the position of the
observed points on the BPT diagram cannot be simply explained
by increasing dilution of the radiation field (decreasing U) as
a function of distance from the AGN. However, other studies
(Scharwächter et al. 2011; Davies et al. 2014) have shown that
the line ratios in the BPT diagrams can be understood as mix-
ing between a NLR spectrum which is effectively invariant with
radius, and a background contribution of H ii regions. In this sec-
tion we investigate whether such a model also applies in the case
of NGC 5427.

We have computed model mixing curves based on the pa-
rameters obtained from the photoionisation models. For the H ii
regions, we use our inferred nuclear total oxygen abundance
of 12 + log(O/H) = 9.24 (corresponding to a metallicity of
Z = 3.7Z⊙). We have computed the positions on the BPT di-
agrams for two ionisation parameters; logU = −3.5 and -2.75
(corresponding to log q = 7.0 and 7.75). This range in ionisa-
tion parameter encompasses the measured values for all the H ii
regions listed in Table 1. (The actual observed range of ionisa-
tion parameters for these H ii regions is logU = −3.4 to -3.1,
corresponding to log q = 7.1 − 7.4). For the AGN, we use our
best-fitting model A from Table 2.

The line ratios predicted for mixtures of these two ionisation
mechanisms are plotted in the classical BPT diagrams, [N ii]/Hα
vs. [O iii]/Hβ and [S ii]/Hα vs. [O iii]/Hβ in Figure 13. It can be
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 Mixing between NLR spectrum and HII regions 

(cf. Scharwächter et al. 2011, Davies et al. 2014)

A&A proofs: manuscript no. ngc5427

Fig. 5. As Figure 4, but zoomed into the nuclear regions. The spa-
tial scale is shown, and the position of the nucleus is marked with
ticks. Compare the axis of elongation of the composite points with the
1.49 GHz radio spectral index and intensity map in Figure 1.

Boltzmann electron distribution. This delivers a simultaneous
solution to the ionisation parameter log q and the total (gas +
dust) Oxygen abundance, 12+log[O/H] using all line ratios that
fall upon the diagnostic grids. The error is computed as the RMS
error given from all line ratio pairs which provide a physical so-
lution. The results for all H ii regions shown in Figure 2 are listed
in Table 1. The H ii region Nos. 30 and 35 are not used in the
analysis, as the solution for the abundance and ionisation param-
eter in these cases shows very large scatter, either due to contam-
ination by the ENLR, or due to photometric error (see Table 1.
We have also excluded H ii region No. 2, close and to the north-
east of the Seyfert nucleus, because its spectrum is contaminated
by broad [O iii] emission. For this reason, the lower abundance
estimated for this H ii region is certainly an artefact.

Figure 7 shows the resulting oxygen abundances across
NGC 5427. It is evident that there is a clear radial abundance
gradient in this galaxy. The lowest abundance of 12+log(O/H) =
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Fig. 6. The BPT diagram [N ii] λ6584/Hα vs. [O iii] λ5007/Hβ for
NGC5 5427 plotted for individual spaxels (color) and for integrated H ii
regions (black points). Note how the “composite” spaxels are organised
according to their distance from the nucleus (indicated on the figure).

8.79(±0.04) is found for an H ii region complex in the outer parts
of the spiral arm in the north-east (region 18). The highest abun-
dance of 12 + log(O/H) = 9.16(±0.06) is found close to the
nucleus to the south-west (region 06).

The de-projected radial gradient of the oxygen abundance
in NGC 5427 is fitted with a linear regression in Figure 8.
This linear regression results in an abundance gradient of ∼
0.025 dex/kpc. This measured abundance gradient in NGC 5427
is typical of galaxies in their Stage 1 of the merging process
(Rich et al. 2012). The abundance gradient extrapolated to the
centre implies a nuclear abundance of 12 + log(O/H) = 9.25 ±
0.08. However, the abundance gradients of galaxies with star-
forming rings usually flatten within the ring, so we have con-
servatively adopted a nuclear abundance the same as for re-
gion No. 06 of 12 + log(O/H) = 9.16 ± 0.08 (corresponding
to a gas-phase abundance 12 + log(O/H) = 9.09 ± 0.08),or
3.0Z⊙ (Grevesse et al. 2010). NGC 5427 has a stellar mass of
M⋆ = 4.61 × 1010 M⊙ (Weinzirl et al. 2009). With a nuclear
metallicity of 12 + log(O/H) ∼ 9.2, this galaxy is located at
the very metal-rich end of the local mass-metallicity relation
of star-forming galaxies (cf. Lara-López et al. 2013). This high
abundance is in commonwith other observational and theoretical
studies suggesting highmetallicities in Seyfert galaxies (Storchi-
Bergmann & Pastoriza 1990; Nagao et al. 2002; Ballero et al.
2008).

If a κ−distribution (Nicholls et al. 2012; Dopita et al. 2013)
applies to the H ii regions, the computed abundance gradient with
κ = 20 is somewhat steeper; ∼ 0.03 dex/kpc and the extrapolated
central abundance could be as high as 12 + log(O/H) = 9.32. In
general, with κ = 20, the computed errors in both q and Z are
smaller by a factor of about 1.5-2 than the figures given in Table
1.
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