Prepared:

Approved:

Released:

Accepted by ESO
Technical Archive

EUROPEAN SOUTHERN OBSERVATORY

Organisation Européenne pour des Recherches Astronomiques dans 1'Hémisphere Austral
Europiiische Organisation fiir astronomische Forschung in der siidlichen Hemisphiire

Report:

FORS Zero Point Monitoring

And

Absolute Photometry

VLI-TRE-ESO-13112-5429

Issue: 2.0
Date: 12/12/2012

Daniel Bramich, Wolfram Freudling

12/12/2012

Name Date

Sabine Moehler, Carlo Izzo 12/12/2012

Name Date

Martino Romaniello //')-' 72. R

Name Date Signature

Martino Romaniello 4)‘7?-""1 W‘"‘- M



Change Record

Issue | Date Sections Affected Remarks
1.0 23/09/2011| All Document creation
2.0 12/12/2012| All General updates; Updated phrasing of calibration planti@e5.2)




Executive Summary

The FORS photometric zero point has been monitored for iyuadintrol (QC) purposes for many years. As part of
the FORS Absolute Photometry (FAP) project (Freudling e2@06), we have investigated how the photometric zero
point, atmospheric extinction coefficients and colour tewefficients can be used for the absolute photometric cali-
bration of FORS2 images. Specifically, in this document, (§eeport on our verification work of the FORS2 imaging
pipeline (Section 2 & Appendix A), (ii) describe how we fixedajor bug in the standard star identification algorithm
(Section 3), (iii) analyse the effect of different standatar observing strategies (with the aid of detailed sinnuhe)

on the precision to which we can monitor the photometric zmimt and atmospheric extinction, and the absolute
photometric accuracy that is achievable by FORS2 (Secfjpartl (iv) provide the necessary recommendations in
order to design and implement a suitable calibrationp{&ection 5).

Thekey findings with regard to the monitoring of the photometric zero point are as follows:

e The photometric zero points computed for QC monitoring are calculated using average extinction coef-
ficients (usually for the previous period), which means thaly correlate with the airmass and the true
extinction coefficient of the observations Correctly computed zero points are independent of theassrand
extinction of the observations (see also Freudling & Brdn#009).

e From December 2009 to April 2011, the algorithm for iderititystandard stars failed #140% of all cases, and
a fall-back algorithm was employed which itself was notale. This lead t@C zero points being computed
from random stars in the field mistaken to be standard stars These errors, mixed in with correctly measured
standard stars, introduced subtle systematic errors izdéh® points that were delivered, resulting in a set of
plausible zero points that did not actually reflect the résitpmetric zero point of the instrument.

e The investigation into the standard star misidentificapooblem yielded measurements of the orientation of
FORS2 images on the sky, and the analysis of these data lehé important conclusion thdtlind offset
acquisition should be limited to less than 60 (Freudling, Bramich & Mgller 2011).

These algorithmic problems have been fixed, and a full sestét recipes are now available to compute algorithmically
correct photometric zero points that are useful both for Qfitoring and scientific photometric calibration.

Thekey findings with regard to the observational strategy for oliaining data on photometric standard stars
are as follows:

e Thecurrent procedure used at Paranal to collect photometric clbration standards provides too few data
points to monitor the long term stability of the photometric zerdnpto derive reliable nightly extinction
coefficients, or to allow an absolute photometric calilmatccuracy of better than 3%.

e Thestandard star fields were not well selected during observingp provide calibrating stars with a homoge-
neous range of colours due to a lack of appropriate guideliNew recommendations for standard star fields to
be observed at different times of the year have been prepaictdre tabulated in this document.

e The FORS2 user manual (Saviane 2010) descal@sotometric calibration plan that does not match with
the procedural instructions in place at Paranal (see Appendix B).

e Theseprocedural instructions have not been followed properly interms of the number of stars observed in
photometric nights. This failure has not been detectediuring the normal course of operations. Standard star
data that satisfy the criteria of the new calibration plamessential to achieving our monitoring and calibration
goals, and therefore we must implement a system that al8@s/#hen the calibration plan is not being followed,
in order to avoid the undesirable situation that insufficealibration data is available.

Thekey findings with regard to the testing of the FORS2 imaging pbeline are as follows:

1The implementation of the calibration plan developed in tiistinent will be presented in a separate document by Ivo Saviane



e The FORS2 imaging pipeline was found to be well-developed anwell-documented, and the algorithms

were found to be performing correctly, with only minor issues with the data reduction being idigedi

e The FORS2 imaging pipeline is almost compliant with the Sciece Grade Data Products (SGDP) stan-

dard, which requires physical units, full error propagationesce headers and optimal signal-to-noise. Some
work still needs to be done in this respect (e.g. photomeéio points should be propagated to the FORS2 im-
age headers) and we plan to submit a proposal to the DatadtsdBloard (DPB) to bring the FORS2 imaging
pipeline to the SGDP standard.

Recommended Actions

We recommend that the following actions are taken:

1.

Adopt the new calibration plan proposed in Section 5.hisfdocument including our specifications as to which
standard star fields should be observed throughout theeotitee year (Section 5.3). This might require effort
to modify the software for generating the relevant obsertilocks (OBs).

. Implement QC monitoring of the fulfillment of the new caikion plan with a feedback loop to Paranal opera-

tions to flag any failures that are detected. This might beegmpart of thealchecker  procedure.

. Finish implementing and testing the QC monitoring praredor the photometric zero point and nightly ex-

tinction coefficients using the data from the implementatbthe new calibration plan.

. Implement the use of correctly computed extinction cokeffits from standard star images at the beginning

of the night to aid in judging the photometric quality of thgim. For this purpose, regular updates of the
photometric zero point will be required which should be usgdParanal.

. Submit a proposal to the DPB to: (i) discuss the minor dadaction issues in the FORS2 imaging pipeline and

decide on actions, (ii) bring the FORS2 imaging pipelindh®$GDP standard, and (iii) to use the data collected
by following the new calibration plan for further investtga into the possibility of fitting and applying an
illumination correction.

. Review consistency and/or update all documentation dRFZphotometry, in particular the FORS2 calibration

plan in the FORS2 user manual, the procedural instructimnB®RS2 observers, the call for proposals, and the
P2PP manuals.
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1 Introduction

ESO’s definition of a photometric night is that extinctioniadions within such a night are less than 2% (Silva 2007).

The FORS Absolute Photometry (FAP) project aims to proviadstto let users take advantage of photometric nights
and routinely achieve 3% photometric accuracy, and evaeroatcuracy when additional calibrations are collected.
In previous work, we have investigated the feasibility thiage this accuracy. The status of the FAP project when our
current work was initiated was as follows:

e A combination of static and rotating illumination pattetresl been found in the FORS2 twilight flat field images
(Mgller et al. 2005; Freudling et al. 2006; Moehler et al. @01Consequently, the FAP project team proposed
a procedure to collect the data required to calibrate phetgnaffected by these systematic errors in the flat
fielding.

e A procedure for correcting systematic photometric errateoduced by a static flat field illumination pattern
had been implemented as a FORS2 pipeline recipe clidtsd _photometry . However, this recipe had not
yet been scientifically validated.

In this phase of the work for the FAP project, our initial airasmo analyse the standard star data that had been
collected over the last few years in order to develop andategstem for calibrating the systematic photometric errors
introduced into the photometry by the static and rotatihgnination patterns in the FORS2 sky flats. However, we
found a number of other issues that needed resolving betmfe \sork could be undertaken, and this report details
the findings from our investigation and the analysis of thissees, including a description of the solutions that were
implemented.

The report concentrates on describing our investigatiotosthe use of the FORS2 imaging pipeline for processing
standard star observations to monitor the photometric geiat of the instrument and the extinction above Paranal,
and then using these derived quantities to calibrate théopteiry of the FORS2 science observations. During this
work, we have verified that the pipeline algorithms emplojreg@gerforming the photometry are producing reliable
results (see Section 2), while fixing a major bug in the steshdéar identification algorithm that was found during
the course of this work (see Section 3). Then, based on theata star fields that we currently observe from the
Stetson catalogue (Stetson 2000; Stetson 2007) and thed-signoise (S/N) of the photometry that we obtain from
these standard star images, we have characterised howsthbution of such observations over airmass and time
impacts the precision to which we can monitor the photormeteiro point and atmospheric extinction coefficient,
and consequently how this impacts the absolute photonestdaracy that is achievable by FORS2 (see Section 4).
By requiring that we can monitor the photometric zero poimd atmospheric extinction coefficient to precisions of
~1% and~10%, respectively, and by requiring that we can reach anlatesphotometric accuracy of 3% with the
FORS?2 instrument, we have been able to translate our findtwgsn observing and modelling strategy that should
be followed in order to achieve these constraints.

In Section 5, we present a detailed proposal for a new céliloralan that will achieve the monitoring and calibra-
tion goals stated in Section 4.1, while optimising the usthefStetson standard star fields that are visible in the sky
throughout the night at different times of the year. The diatan the new calibration plan will also enable the desired
further investigation into correcting the systematic pino¢tric errors introduced into the photometry by the statid
rotating illumination patterns in the FORS2 sky flats.

2 FORS2 Imaging Pipeline Verification

The FORS2 imaging pipeline consists of a small number opescthat run in sequence to process the imaging data
into a set of instrumental photometric measurements footjjects in the field. For a standard star image, the re-
duction cascade consists of the recifi@s _bias , fors _img _sky flat andfors _zeropoint . For a science
image, the reduction cascade consists of the reégues _bias , fors _img sky _flat andfors _img __science
Optional processing steps may involve the recijpes _dark andfors _img _screen _flat , but these are rarely
used for standard star or science image processing. A furgiegpefors _photometry is available for multi-
image analysis of standard star data, and our verificatiork iar this recipe in particular is described in Ap-



pendix A. Hence we have concentrated our verification wortherfour recipe$ors _bias ,fors _img _sky flat
fors _zeropoint andfors _img _science

Our work on the verification of the FORS2 imaging pipelinetsté with version 4.8.5, and ended with version
4.9.7. As with the UVES pipeline (see Section 2 of Bramich &ukiling 2012), in our verification work we aimed to
test the following:

e \erify the reduction cascade inputs and outputs, and chrezkdcumentation of such.

¢ Verify the recipe input parameters, their range of validityd the robustness of each recipe with respect to the
values of the input parameters.

Understand the function of each recipe input parametertareffect on the data products at each stage.

Check that the recipe input parameters are clearly destebe documented.

Understand the algorithms implemented in each pipelinegand check that they are documented clearly in
the pipeline manual.

e Determine the results/products that need checking in dodegrify the quality of the results from each recipe.
e Determine how to optimise the quality of the final photomgitrgluding the maximisation of S/N.

Without aReflex workflow to streamline the data organisation and scriptiftpe pipeline recipes, we were forced
to test the pipeline recipes on small sets of associatedsdataied by the Data Processing and Quality Control group
(QC group). However, these data sets were sufficient to perflee basic verifications required.

We used theRemedy ticketing system to log and track the bugs/issues we founl thie pipeline recipes. To
summarise, we submitted 9 tickets which break down into 3idmgs (OFS10236 - SOLVED; DFS10241 - SOLVED;
DFS10244 - SUSPENDED) and 1 major budFS10270 - SOLVED - see Section 3), and requests for necessary
pipeline improvementFS10366 - SOLVED), new documentatiorbFS10288 - SOLVED; DFS10456 - SOLVED),
further development{FS10289 - SUSPENDED) and to hide unnecessary parameters (in a simdaner to the
UVES pipeline;DFS10266 - SOLVED).

However, the vast majority of our tests did not find any proisevith the quality of the results from the pipeline
recipes, or the documentation of such. A full list of the 4@kt we performed is beyond the scope of this report and
we limit ourselves to highlighting the two most importargteepertinent to the quality of the scientific products. Both
tests demonstrate that the photometry produced by the FQR8ne does not from suffer systematic errors relative
to the photometry produced by other independent softwaskguges.

Firstly, we have verified that the aperture photometry peréxl byfors _zeropoint  (via a call to the
SExtractor  software - Bertin & Arnouts 1996) produces instrumental niagle measurements of the sources in
an image that are fully consistent with similar independeaasurements performed manually via lRAF routine
phot . By “fully consistent”, we mean that for a set of stafswhere theith star has a standard magnitutle and
magnitude measuremenis, ; andms, ; from each independent reduction, the scatter in the qissiit, ; — M;)
and(mg ; — M,) is comparable as a function of standard magnitadd that, for the bright starg € .S, the difference
(m1,; —mo ;) is approximately zero (i.e. the residuéis; ; — M;) have the same sign and amplitude as the residuals
(ma,; — Mj)).

Secondly, we confirm that the CCD noise model adopted in thRFpipeline is correct, and that it implements
full frame error propagation in the correct fashion, inéhgdthe generation and propagation of error frames assatiat
with the calibration frames. This is a highly desirable featin any data reduction pipeline in order to provide rdéab
estimates of the uncertainties on the quantities suppliettié data products for the pipeline. As a further test of
the adopted CCD noise model in the FORS2 pipeline, we cordgheeuncertainties on the instrumental magnitude
measurements frorfors _zeropoint  with the corresponding uncertainties reportedIRBAF using the routine
phot and employing two separate noise estimation methods atixieéIpvel (a purely analytical method similar
to fors _zeropoint  and a semi-empirical method) to generate the noise modelexpscted, we find that the
fors _zeropoint  andIRAF instrumental magnitude uncertainties are consistent aaith other (although such
uncertainties are heavily underestimated at the brighf@nearious reasons - see Section 4.2).
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Figure 1: Plot of instrumental magnitude measurements srinel corresponding standard magnitudes and the fitted
zero point versus airmass for all standard star obsenstarthe night of 20091207 for th filter and detector 1.
Note that the fit includes data from a number of different téglut only the data for one of the nights is shown.
The black line represents the part of the fitted long-terntqetric model that corresponds to the data in this plot
(ignoring the small contribution from the colour term), ahe red line represents the same model after iteration to
remove outliers. Corresponding extinction coefficientsimits of mag/airmass are reported in the upper right hand
corner of the plot.

3 Performing Robust Standard Star Identification In The FORS2 Pipeline

As reported in the tickedDFS10270, during the FORS2 imaging pipeline verification it was digered that the recipe
fors _zeropoint  was misidentifying the standard stars from the Stetsorlague in an image for a significant
fraction (~2-5%) of input images. In this Section, we briefly describevtthis problem was detected and how we
developed and implemented a more robust algorithm for stahstar identification.

3.1 Residuals Of Fits To FORS2 Standard Star Photometric Dat

During the development work for the current phase of the FAdjept, we experimented with fitting a long-term
photometric model on a per filter and per detector basis tinfteumental magnitude measurements of all standard
stars observed in the four month period from December 208areh 2010. The data were taken from the QC archive
which stores the results of the QC reductions of the raw sta@hstar images up to the end of floes _zeropoint

recipe. The long-term photometric model that we adoptedistsof a single photometric zero point, an extinction
coefficient for each night on which a standard star image vidaireed, and a single colour term coefficient (see
Section 4.1 for more details). The aim was to extract a rigigbt of measurements of the atmospheric extinction
coefficient per filter and to plot them as a function of time.

As part of the model fitting process, we inspected the fit fohddter and detector on each night with observations.
For example, in Figure 1, we plot the instrumental magnitméasurements minus the corresponding standard magni-
tudes and the fitted zero point versus airmass for all starstar observations on the night of 20091207 forf&h@ter
and detector 1. The observations on this night, in this fdted for this detector consist of two standard star images,
from which we obtain a photometric measurement of each atadnstar in each image, taken at different airmasses
of ~1.04 and~1.08, which explains the clustering of data points into twdtical lines. The part of the fitted model



corresponding to the data in this plot (ignoring the smatitdbution from the colour term) is represented by the black
line, and the reported extinction coefficient for this ni¢dntd filter) is perfectly plausible at0.158 mag/airmass.

However, it is clear that the data from the image at airmak$®4 are highly scattered over more than 2 magnitudes
along the vertical axis in contrast to the well-clusterethds airmass-1.08 and to the expected scatter consistent
with the photometric uncertainties of the order~af-5%, which indicates the presence of serious systematcser
Iteration of the fit for the long-term photometric model risin the rejection of all the data points from the image
at airmass~1.04, and the new fit (red line) now passes neatly through #lte at airmass-1.08, yielding another
plausible extinction coefficient 6£0.040 mag/airmass. The rejection of these data pointsadiéceites their status as
outliers. Similar data with a large scatter and numeroubessitoccur in the photometry from2-5% of the images
that we considered for use in the fit. Clearly the effect ohsdata is disastrous for the measurement of an accurate
extinction coefficient, sometimes resulting in an unphgisineasurement (i.e. a negative value), and furthermore,
such data serve to introduce subtle systematic errors iddtieed photometric zero point.

3.2 Misidentification Of Standard Stars

Concerned about the problematic pipeline photometry destin Section 3.1, we launched an investigation into the
cause of the large photometric scatter. Inspection of thelipie logs for the known cases highlighted the fact that
the pattern matching method being used to derive the camtelinansformation between the world coordinate system
(WCS) of the standard star image and the Stetson catalogue VE€ &iling to find a solution and that a “fall-back”
method for standard star identification was being usedaxsté/e also linked the occurrence of the large photometric
scatter with images where the offset between the image WC&arfitetson catalogue WCS is generally greater than
~10 pix, indicating that the telescope pointing was in erpglkeater than-2.5".

The fall-back method employed Wgrs _zeropoint  for identifying the standard stars in an image is a very
simple algorithm that assumes that the WCS of the standarihsige is accurate (to within a few unbinned pixels).
It works by determining which standard stars from the cafaéoshould lie in the image field-of-view based on the
image WCS and then matches each of these standard stars evitdatbst detected star in the image. Clearly, if the
image WCS is accurate (and the coordinates of the standasdisthe catalogue are correct), then the standard stars
will be matched with the correct stars in the image. Howelféie image WCS suffers a systematic error such as an
offset or rotation, then there is a substantial risk thatrtbarest detected star in the imageasthe correct standard
star.

In fact, when the pattern matching fails, and the image WCSdtematically in error, we find that the fall-back
method for standard star identification generally misidiesst most or all of the standard stars in the field, with the
majority of the misidentifications occurring when the olveer star field is crowded and/or when the image WCS is
least accurate. The pattern matching failure and image Wi@8a@rcur for~2-5% of standard star images (depending
on the filter under consideration) which is perfectly cotesis with the fraction of images yielding a large scatter in
the standard star photometry.

As an illustrative example, consider the standard star @rfie@m detector 1 for thé filter corresponding to the
photometry at airmass'1.04 as discussed in Section 3.1. This image is displayedguré2 as the image in the
background. The green circles in this image represent theatetd positions of the USNO-B stars in this field based
on the USNO-B catalogue coordinates and the image WCS. le& that the expected catalogue star positions are
systematically offset from the real star positions in thag® by the same vector of lengti0 pix. Since the USNO-B
catalogue coordinates do not suffer from such an error,nizgé WCS derived from the telescope pointing must be
the source of the error.

In the same image, the black circles indicate which starsd@mtified byfors _zeropoint  as standard stars.
Comparison of this set of stars with the standard stars rddsiélack circles in the finding chart for this field (fore-
ground image in Figure 2) reveals that each standard stérd®msmisidentified in the standard star image as a result of
the recipe having matched the nearest detected star to pleetex standard star pixel coordinates. Consequently, the
instrumental magnitude measurement assigned to eachastistdr suffers a systematic error equal to the difference
in magnitude between the misidentified star and the starsfaréh question, which can easily be as large-asc mag
and that is different for each standard star under congidardr his is clearly the cause of the large photometrictecat
in this example.
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Figure 2: Background image: The standard star image corresponding to the photometryraass~1.04 as dis-
cussed in Section 3.1. The green circles represent the texppositions of the USNO-B stars in this field based
on the USNO-B catalogue coordinates and the image WCS. Tk biecles indicate which stars are identified by
fors _zeropoint  as standard stardoreground image: The finding chart for the Stetson standard stars in this
field. The black circles indicate which stars are standangsdBoth images: Red dots have been plotted to help draw
the eye to specific examples of standard star misidentificati
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3.3 Failing Pattern Matching And Data Quality Issues

On investigation of the pattern matching method being eyguadby fors _zeropoint , which is a customised
implementation of the Valdes et al. (1995) triangle matghatgorithm, we found that it was failing to find a solution
for the coordinate transformation between the image anccét@logue for~40% of input standard star images.
Independent tests using an implementation of the more t®als Bakos (2006) triangle matching algorithm also
exhibited a similar failure rate, suggesting that the radgsothe failure of the triangle matchingiars _zeropoint

was not due to an algorithmic error. We note that these wietlisd algorithms usually enjoy a success rate of well
above 99% for astronomical images containing at least thi@es with Gaussian-like PSFs and a reasonable S/N.
We suspect that the main reasons for failure are due to pdarsdétability/quality for use in the pattern matching
algorithms. This conclusion is supported by the fact thagftarge proportion of the standard star images where the
pattern matching method was failing, there are very fewdsieshstars in the field-of-view and/or the telescope active
optics are disabled so as not to saturate the brighter s@ustis resulting in a ring-like (non-Gaussian-like) imag
PSF unsuitable for star detection and centroiding (butsstitable for aperture photometry).

Since we have demonstrated in Section 3.2 that the fall-beatkod employed bfors _zeropoint  for iden-
tifying the standard stars is flawed, we have removed thidhiatefrom the recipe. However, we are left with the
problem that the pattern matching method employetbby _zeropoint s failing ~40% of the time mainly due
to the attempted processing of data of insufficient quadityttiis algorithm. This makes it desirable to develop a more
robust method for standard star identification that can essgfally process the standard star data of poorer quality
(few standard stars, or non-Gaussian-like PSF, etc.) ancehge have also disabled the pattern matching method in
fors _zeropoint

3.4 A Robust Shift Determination Method

The pattern matching algorithm fors _zeropoint  deals with trying to find a solution for the coordinate trans-
formation between the coordinate systems of the image atiteaftandard star catalogue, and the triangle matching
implementation is suitable for coordinate systems relétg@ny non-singular combination of shifts, rotations and
scale changes. However, this treatment is overly complitgiven that the image WCS and catalogue WCS are re-
lated by a simple two-dimensional translation (rotatiosisall at~0.08 deg, equivalent to a deviation-96 unbinned
pixels (or~1.25’) over the area of the FORS2 detector - see Freudling, Bra&iktwller (2011)). Therefore, the
new algorithm for standard star identification should beceoned with determining the two-dimensional translation
between the coordinate systems in a robust manner. Foruhi®ge, we choose to use a cross-correlation technique
as the basis of the algorithm.

Consider a set of object$ with known coordinates in a coordinate syst&m and another set of objects with
known coordinates in a coordinate systém, and assume that at least some of the object$ are common to the
set of objects inB. This set up may be interpreted dsbeing the set of objects detected in a standard star image
with image pixel coordinates determined via an object ditecoutine, andB being the set of standard stars from
a relevant catalogue with corresponding image pixel coaitéis derived using the catalogue celestial coordinates
and the image WCS. Let us also make the further assumptiorsthaind S are related by a simple translation,
corresponding to our situation for FORS2 images. Then, &chenbject inB, one may calculate the andy pixel
offsets to each object iA, resulting in a data set df 4 N pixel offsets(dz;, dy; ), whereN, and Ny are the number
of objects inA and B, respectively.

We note that for each object ifi that is also an object ial, there will be a single calculated pixel offset that is
a valid estimate of the coordinate shiitX, dY’) betweenS, andSg. Therefore, if there ar@/ objects inB that
are also in4, then there will bel estimates ofdX, dY") in the set of pixel offsetédz;, dy;). All of the remaining
calculated pixel offsets will be distributed randomly aating to the spatial distribution of the objectsdnand B.

Now consider a two-dimensional histogram of the seidof;, dy; ) values (limited to the area of a FORS2 image)
with a bin size equal to 1 pfx Assuming that the size of the coordinate shifk, dY) betweenS 4, andSp is smaller
than the size of a FORS2 image, then the histogram peak vallugew~ M for the bin to which(dX, dY") belongs
since the typical scatter in tH€z;, dy;) measurements 6£0.01-0.1 pix is much smaller than the histogram bin size.
Furthermore, assuming an approximately uniform spatgititiution of objects in the field withvy, ~ Np ~ 100,
then there will be~10* pixel offset measurements spread uniformly over the histogarea of-2000x 4000 pix (the

11



size of an unbinned FORS2 detector), implying that most eftttstogram bins will have a value of zero with an
average of approximately one in®Bins having a value of 1. We also note that the probability éhhistogram bin
randomly attains a value of 2 is10-%, which implies that there will only be-8 such bins for &-2000x4000 pix
histogram. Further similar analysis reveals that we do rRpeet a histogram bin to randomly attain a value of 3 for
FORS2 images.

Hence, by constructing the histogram described above, aneahtain an estimate di/X,dY") to within an
accuracy of~1 pixel by searching for the peak histogram bin, and this p@ath value ~ M) is highly likely
to be unique when there are at least three objects in commiwrebe A and B. By limiting the histogram area
to ~200x200 pix, which easily encompasses the vast majority of doatd shifts between the image WCS and
catalogue WCS for FORS2, then, for only two objects in commemvbenA and B, the peak histogram bin should
also be unique and correspond(thX, dY). This algorithm is intrinsically more robust than patteratohing when
rotations and scale changes can be neglected, becausen pasitehing includes the unnecessary free parameters
relating to rotations and scale changes.

An important potential problem with this method is the effetrotation. If there is a non-negligible rotation
betweenS 4 andS, then the above method will not work. Even small rotation8.66-1 deg have a noticeable effect
on increasing the spread in ttié measurements dfix;, dy;) that estimatddX, dY") betweenS, and Sz, which
leads to a smaller amplitude and wider peak in the two-dimo@ashistogram. This problem may be avoided for small
rotations by increasing the bin size appropriately so tisigle histogram bin encompasses the expected range in the
(dX,dY") estimates over the area of the FORS2 detector, although osetm aware that by increasing the bin size it
becomes more likely that any single bin may randomly attdarger value. This of course is not an issue when there
are a reasonable number of objects in common betwleand B, but it could become a problem if there are only two
or three such objects.

3.5 Algorithmic Implementation

Based on the method described in Section 3.4 and the assbdiatussion, we have implemented an algorithm for
standard star identification in a standard star image indbipefors _zeropoint . The algorithm implementation
performs the following steps on an image from a single detect

1. Reads in the Stetson standard star catalogue and catineestaindard star coordinates to image pixel coordinates
using the WCS in the image header.

2. Extracts the subset of standard stars that are expediedrtthe field-of-view of the image under consideration.
If there are no such standard stars, then a failure is detclare

3. Performs object detection and analysis in the image (&ibdractor

4. For each standard star in the subset of relevant stanttag] the algorithm calculatasandy pixel offsets to
all detected objects in the image.

5. Constructs a two-dimensional histogram of thendy pixel offsets calculated for all standard stars in step (4).
The bin size is set to one square image pixel, and the histograonstructed over the domain
—150 < dx < 150 pix and—150 < dy < 150 pix since we do not expect a systematic offset between the
image WCS and the catalogue WCS of more théi® pix.

6. Calculates the maximum value of the histogram. If the maxn value is zero because all of the histogram bin
values are zero, then a failure is declared.

7. Determines the number of peaks in the histogram thanatiai maximum histogram value. We define such a
maximal-peak as a set of spatially connected histogramtbatsattain the maximum histogram value.

8. If there is more than one maximal-peak in the histograen thhe histogram is recalculated with a bin size of
nine square image pixels (i.e. itis binned 3), and steps (6) and (7) are repeated. If there is still nfae bne
maximal-peak in the histogram, then a failure is declared.
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9. Calculates the centroid of the uniqgue maximal-peak irhte®gram using a:83 box centred on the maximal-
peak. The coordinates of the centroid of the maximal-pedkerhistogram are adopted as the estimate of the
offset (pix) between the image WCS and the catalogue WCS.

10. Applies the offset derived in step (9) to the image pixardinates of the subset of relevant standard stars.
Then, for each of these standard stars, the algorithm setleetclosest detected object in the image with a
centroid within 5 pix of the corrected standard star coaatis as the object corresponding to the standard star
in question, with the possibility that no such detected ctbgxists. If this results in no standard star matches
with detected objects, then a failure is declared.

Thefors _zeropoint  recipe writes out the histogram of pixel offsets constrddtestep (5) as a FITS file for
possible inspection by the user. In Figure 3 we reproducentemesting selection of these histograms from our test
data.

In order to verify that the new method of standard star idieation in FORS2 images works properly, we manually
checked the identifications for a small set of test imagesiftérdnt standard star fields with varying numbers of
standard stars, and with a range of stellar crowding and R8Hkty] These preliminary tests were encouraging in that
most images were successfully processed, and such imatjestdiuffer from a single standard star misidentification.
Images for which the algorithm failed were simply declarsdexipe failures and did not produce any results. For the
example standard star image discussed in Section 3.2aallatd stars in this field were correctly identified by the
new algorithm.

Hence we proceeded to download all 4642 FORS2 standardnségyies and their associated calibrations taken
between December 2009 and April 2011 for use in a full vetificaand characterisation of the new algorithm. We
reduced the data using the intermediate version 4.9.1 df@RS2 pipeline with default parameters, employing the
recipedors _bias andfors _img _sky _flat ,andthe modified reciplers _zeropoint . We found that for 215
image pairs (one image from each detecto.3%), the recipdors _zeropoint failed to identify any standard
stars for one or both detectors. Investigation of thesarsdl revealed that approximately half of them are due to poor
data quality (instrument rotation, wrong field observedymimage PSF, etc.), and that for the remainder there are too
few standard stars in the field to produce a unique maximak-pethe histogram of pixel offsets.

We also assessed the rate of incorrect determinations afabielinate offset between the image WCS and the
catalogue WCS, since it is these cases which may result idatdrstar misidentifications. We did this by checking
for inconsistent offsets derived for both detectors in ang onage pair. We found 15 such image paix® %)
where the derived coordinate offset was different for eaatiector, although investigation into these cases revealed
that 14 image pairs suffered from a rotation-ad.7 deg between the image WCS and catalogue WCS, a previously
discovered problem for images from the period 24/01/20112162/2010. For the remaining image pair, we could not
find a reason for the inconsistency between the detectoneiddrived coordinate offsets, which implies that the new
algorithm only yields an incorrect offset fer0.05% of input images.

We therefore conclude that the new standard star identditaigorithm based on the analysis of the histogram
of candidate coordinate offsets enjoys a high success litiedef®@RS?2 imaging datax90%, compared te-60% for
the original pattern matching algorithm), and it is extrémebust in the sense that failures to find the standard stars
are caught and such data are then simply discarded. Fuherstandard star misidentification happens only in the
rarest of casesq{0.05% of images). The modifications described in this Secre available in version 4.9.1 and later
of the FORS2 pipeline.

4 Simulating Standard Star Observations

In this Section, we describe a set of simulations of standtadobservations that we have performed with the aim
of determining the preferred observing strategy in ordenit@imise the amount of scientific integration time used on
these observations while providing useful constraintherphotometric zero point, the nightly atmospheric exiorct
coefficients, and the systematic photometric error thatlnesiptroduced by applying a photometric calibration detive
from the standard star observations.
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Figure 3: Example histograms of theandy pixel offsets calculated for the standard stars in stepf(t)ealgorithm
described in Section 3.5. In each case, the image coloug sgas through the blue colour channel from white for
values of zero to black for the maximum histogram val@&): A typical full 301x 301 bin histogram that attains
a maximum value of 6 in a single bin lying in the cluster of rmmreo bins near the centre of the histogram. The
majority of the histogram bins have values of zero, with a fandomly scattered bins containing a value oftf): A
zoomed-in view of the central region of another typical dggam. The maximum value is 3 in the single black bin.
(c): Similar to (b) except that the histogram is even more maghdied the maximum bin value in this case is 13.
(d): This histogram corresponds to an image with a small 0.7 deedioa between the image WCS and the catalogue
WCS. The rotation has had the effect of widening and redudiegoeak at the correct coordinate offset, which can
be seen as the conglomeration of non-zero bins near thesogfrine histogram. In fact, this histogram has already
been further binned:33 as described in step (8) because the original highertrgsonlhistogram had more than one
maximal-peak, and this further processing has resultedsimgle maximal-peak with a value of 5 in each of two
spatially connected bins. Note that the relatively highsitgrof histogram bins with values of 1, 2 or 3 spread across
the histogram area is due to the combination of the largesibanfor this histogram and the fact that the corresponding
image is of a relatively crowded star field.
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4.1 Purpose Of The Simulations

The FAP project aims to provide the user with the ability (impiple when observing with sufficient S/N) to reach an
absolute photometric accuracy of 3% with the FORS2 instnirfag science imaging observations (Freudling et al.
2006) through the establishment of observational requeregmfor the calibrating standard stars and a methodology
for analysis of the standard star data once obtained.

Images of standard star fields are obtained as part of theiinsnhtal calibration plan, and they are processed
through the FORS2 imaging pipeline to correct for bias lewsd flat field patterns to produce calibrated images.
Aperture photometry is performed on the objects that areatied in the calibrated images using a fixed aperture of
radius 7'in order to measure the total object flux for each object (witaperture losses). The standard stars from the
Stetson catalogue that lie in the field of view are matched thi¢ detected objects in the calibrated images (using the
method described and implemented in Sections 3.4 & 3.5)ttenithstrumental magnitude measurements are recorded
in a photometric table along with the standard star ideatifimis and the corresponding catalogue magnitudes.

On collection of a series of standard star images in a sirtge fand from a single detector), it becomes possible
to fit the set of instrumental magnitudes of the standard stéh a photometric model such as:

i = My + Z + k; X; + a(M, — M) 1)

wherem; is the model magnitude for thgh instrumental magnitude measurementin the bandpass under con-
sideration,M,, and (M, — M) are the standard magnitude and colour corresponding tptthetandard star for
which m; was measuredy is the photometric zero point of the instrumental systgris the extinction coefficient
(mag/airmass) for thgth observational grouping to which; belongs (we assume from now on that each night is
photometrically stable and that images may therefore bapgd by night of observation)y; is the airmass of the
observation, and is the colour-term coefficierst.

The parameters of the model presented in Equation 1 providt@portant description of the
detector+instrument+telescope optical properties amgitbperties of the atmosphere during the observationalepo
Namely, the photometric zero poigtgives a measure of the sensitivity of the detector+instnirtelescope system,
and it can be monitored over time to check for degradatiomhefimstrument performance, and the extinction coef-
ficient(s) k; provide a measure of the atmospheric transparency, whiclosgly linked to whether a night may be
considered photometric or not. It is therefore desirableltiin standard star observations that constrain the €oeffi
cientsZ, k; anda to a required precision for instrumental and atmospherinitndng. For our monitoring purposes,
it is desirable to achieve uncertainties~01% (or 0.01 mag);10% and~10% in the coefficient&, k; anda since
the instrumental throughput degradations (e.g. due to olughe mirror) are of the order of a few percent, and
classification of a night as photometric requires an assasisof the stability of the extinction coefficient over the
night.

Furthermore, the fitting of the model in Equation 1 is the fgt&p in calibrating the instrumental magnitude
measurements of the scientific objects of interest, for whiandard magnitudes and colours will (most likely) not be
known. To calibrate an instrumental magnitude measureofenscience object to a standard magnitude, inversion of
Equation 1 is required and any errors in the coefficients k; anda will affect the accuracy of the derived standard
magnitude. As stated at the beginning of this Section, wetaibe able to achieve 3% photometric accuracy with
FORS?2, and therefore the uncertainties on the calibratefficientsZ, k; anda should be small enough to produce
systematic errors of less than 3% when calibrating instnieienagnitudes of science objects, even if this necessitat
standard star observations that yield calibration coefiiis with precisions that are better than those that we nrequi
for our monitoring purposes.

It is clear then that we are interested in optimising our déad star observations to be able to obtain a target
precision on the parameters of inter&stk; anda, and to minimise the systematic errsysthat is introduced into
the calibrated standard magnitudes of science targetsodine terrors in the fitted values of the coefficiedtsk;
anda. We identify the following observational parameters that mvay consider optimising for our standard star
observations:

2Note that theith instrumental magnitude measurementbelongs to the(i)th standard star and thé: )th observational grouping, where the
adopted notation fop andj reflects the fact that both of the indicesandj are functions of the index However, in the rest of this report, we
devolve to using the notatignand; for p(z) andj(7), respectively, in order to avoid confusion in our subsanipiation.

3In fact, when a colour term is involved, photometric calimatis more complicated in that it requires observations in filters and the
solution of simultaneous equations.
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The number of standard stars observed in each standardsige i

The S/N of the standard star observations.

The range of airmass covered during each night of standar@kservations.

The range in colour of the standard stars that are observed.

The number of standard star images that are obtained dusittgréght of standard star observations.
e The number of photometric nights for which standard staeplzdions are obtained and modelled.

Optimal constraints on the model parameters in Equationylbaabtained by maximising all of these observational
parameters. However, there are many observational cantstthat limit the amount and quality of the standard star
data that we may obtain (e.g. a standard star field has a finitder of standard stars and is only visible for a certain
period of the year, the more standard star observationswbgterform reduces the amount of scientific integration
time available, etc.).

Assessing the impact of each observational parameted leteve on the achieved precision in the calibration
coefficientsZ, k; anda, and on the systematic erregys introduced into the calibrated standard magnitudes, when
fitting Equation 1, is not an easy problem to solve. We alsotwan chosen method of analysis of this problem to
reflect as closely as possible the real distribution of oweotations, both in terms of the stars observed and the S/N
achieved. Hence we have opted to perform simulations oftredard star observations to characterise the impact
of a chosen observing strategy, and to inform us of whicheggsawe should adopt in order to minimise our use of
scientific integration time for standard star observatiwhde satisfying the operational contraints we would like t
achieve on the uncertainties iy k£; anda, and consequently on the valueays

4.2 Defining The Photometric Noise Model

For our simulations, we intend to use the information fromtlductions of oureal observations of the standard star
fields in order to provide the closest simulation condititmthose that will occur in our real standard star observing
campaign. For each standard star image, the FORS2 pipelivapes a table of information on the standard stars
that were observed. Our intention is to use this table to ddfie set of standard stars that are observed in a typical
standard star image along with the uncertainty on each atdrgtar instrumental magnitude measurement and the
range in colour of the observed standard stars. This appralémwvs us to avoid the need to invent a model for these
observational parameters.

As described in Section 3.5, we have fixed the standard satifitation problem in the FORS2 pipeline. How-
ever, for the purpose of the simulations we wish to run, welireca set of standard star images to have been correctly
processed by the FORS2 pipeline to yield photometric tablesthis end, we have reprocessed the standard star
imaging data for the two months from 01/12/2009 to 31/01P(160 images per filter) using a corrected version
of the FORS2 pipeline (version 4.9.2). Although these olzg@ns do not necessarily match with the modified set
of standard star fields that we wish to observe in the futuge (ater in Section 5.3), they do provideanservative
baseline for what we can achieve with our standard star eatiens because our updated choice of standard star fields
attempts to maximise the number of standard stars obsahaidS/N and their colour range.

The simulations that we intend to run are Monte Carlo sinmatwhere we use the calculated uncertainties on
the standard star instrumental magnitudes reported by@RS2 pipeline to generate random valuegof — M,,) for
each standard star observation. Therefore, in order fosiowlations to be meaningful, the instrumental magnitude
uncertainties should be reliable and representative afghlescatter in the measurements.

In the upper plot panels of Figures 4 & 5, we show examples atspdf (m,; — M,,) versus catalogue standard
magnitudel/,,, where each plot corresponds to a single standard star jrandevhere the mean valge:; — 1,,) has
been subtracted from the individu@h; — M,) values. The deviations of the values[6f; — M) — (m; — M,)]
from zero are due to various contributions. Since the tefnagdk; X; in Equation 1 take the same values for each
star in a single image (i.e. a single image has a constantpoend and total extinction), it is only the colour term
a(M,— M) that contributes to the deviations, and this contributioexpected to be negligible:0.01 mag) for typical
values of|a| =~ 0.01. Therefore proper correction for the colour term inhats in Figures 4 & 5 is not necessary.
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Figure 4: Plots of m; — M,,) versus catalogue standard magnitidg where the mean valuen; — M,,) has been
subtracted from the individudhn; — M,,) values. The reduced chi squared around the mean value igedpo the
top left corner of each plot. The vertical dotted line repres the magnitude cut-off for th@ filter (see text).Top
panel: The plot corresponds to a single standard star image. Thertaintties plotted on each data point are those
reported by the FORS2 pipeline (version 4.9 Bpttom panel: The same as the top panel after culling photometric
data points below the magnitude cut-off, adding a systenuaitertainty of 0.01 mag in quadrature to the instrumental
magnitude uncertainties, and then increasing the unoégaiby a factor of-5.74 to force a reduced chi squared of
exactly 1. 17
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Figure 5: Same as Figure 4 for a different standard star imagthe bottom panel, photometric data points below
the magnitude cut-off were culled, a systematic uncegtaoh0.01 mag was added in quadrature to the instrumental
magnitude uncertainties, and then the uncertainties wereased by a factor 6§1.56 to force a reduced chi squared
of exactly 1.
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Other contributions to the observed deviations come framdaan noise (readout noise and photon noise) mixed with
unmodelled systematic errors (e.g. flat field errors, skyragtion errors, differing spectral energy distributidos
each star, systematic errors in the catalogue magnitutte}, énspection of the reduced chi squared in both cases
indicates that the instrumental magnitude uncertaintieshaavily underestimated-0.001 mag for the bright stars)
and that the systematic errors are dominant. In fact, inréig(g), it is clear that the scatter in the bright star mamgiet
measurements is underestimated, and in Figure 5(a), énrthrs sky estimation have caused a systematic error typical
of aperture photometry for the fainter stars. We concludéwre cannot simply adopt the pipeline reported magnitude
measurement uncertainties as a basis for the photometasurement noise in our simulations.

To address the inconsistency between the pipeline repmgédmental magnitude uncertainties and the observed
scatter in the data, we have adopted the following appraaotconcile the noise model with the data:

1. We apply a magnitude cut-off to the standard star photocradta so as to ignore standard stars with catalogue
magnitudes fainter than 19.0, 18.5, 17.8 and 17.0 mag im3th¥, R and bandpasses, respectively. This
approach protects against systematic photometric eroorthé fainter stars when sky subtraction errors may
become dominant.

2. We then recalculate the mean value; — M,,) for the subset of standard stars brighter than the magndue
off limit and rederive the reduced chi squared. If the redudt@ squared is now less than or equal to 1, then we
have finished. Otherwise, we proceed to add a constant aimgrof 0.01 mag in quadrature to the uncertainties
on the instrumental magnitude measurements. This quaeptgsents a fundamental limit to the accuracy of
absolute photometry that may be achieved without modetlgfull photometric system in exquisite detail
(which is usually not possible or feasible). It also quailly matches the scatter in the photometry of the
brighter stars in a reasonable proportion of the imagestdat been reduced.

3. Again, we recalculate the mean valge; — M,,) for the subset of standard stars brighter than the magnitude
cut-off limit with the adjusted photometric uncertainti@sd rederive the reduced chi squared. If the reduced
chi squared is now less than or equal to 1, then we have finisb#terwise, we further scale the instrumental
magnitude uncertainties by the square root of the reduciesticlared, which forces the reduced chi squared of
a new calculation of the mean valge,; — )M,,) to equal exactly 1.

In both of the cases illustrated in Figures 4 & 5, it was nemgs$o apply all three of the above steps, and the
uncertainty adjustment factors for the instrumental magiei measurements in the last step-ae74 and~1.56 for
Figure 4(b) and Figure 5(b), respectively.

The above procedure was applied to the photometric tabtetuped from the reprocessing of the standard star
images from 01/12/2009 to 31/01/2010 to prepare the inpuddo standard star observation simulations.

4.3 Generating The Simulation Data

As described at the beginning of Section 4.2, by using therintion from real FORS2 observations of standard
star fields in our simulations, we manage to fix various oteermal parameters to values directly relevant to FORS2
observations, therefore avoiding the need to construcipanogriate model for these parameters. The information
we extract from the FORS2 pipeline photometric tables dsfthe number of stars observed in each standard star
image, the S/N of each standard star observation (from tlesuaned instrumental magnitude uncertainties modified
as described at the end of Section 4.2), and the colours afliberved standard stars. Since we will be optimising
these parameters in the future by specifying the best stdstiar fields to observe during each night of the year in the
new calibration plan (see Section 5.3), our use of the ratduéormation from real FORS2 standard star observations
serves to provide a conservative approximation for thesznpeters for the purpose of the simulations.

The remaining observational parameters which are not fixelis way relate to how often standard star images
are taken and at which airmasses, and the number of photomaghts used in the modelling of the data. These
are the observational parameters that we have most conepimthe FORS2 calibration plan. Our simulations are
therefore designed to assess the effect of these remaibsgg\@tional parameters on the accuracy of our photometric
monitoring and calibrations.

We therefore primarily parameterise our simulations byrnthmber of photometric nightd of observations of
standard stars that are to be modelled using the photormetritel described by Equation 1. We then consider the

19



effect of the number of standard star images observed pét aigd the achieved airmass range by specifying the
following different observing strategies:

1. One standard star image is taken per night at airffass 1.1 for the/NV nights of observation, and the data from
a single extra “photometric campaign” night are added wiigeestandard star images are taken at airmasses
of X = 1.2,1.4, 1.6, 1.8 and 2.0. Without adding the photometriogaign night, it would be impossible
to simultaneously solve for the photometric zero point dredrtightly atmospheric extinction coefficients using
these data.

2. Two standard star images are taken per night at airmassés-e 1.1 and 1.4 for théV nights of observation.

3. Two standard star images are taken per night at airmagsés-e 1.1 and 1.4 for théV nights of observation,
and the data from a single extra “photometric campaign” n&gk added where five standard star images are
taken at airmasses &f = 1.2,1.4, 1.6, 1.8 and 2.0.

4. Two standard star images are taken per night at airmagsés-e 1.1 and 1.8 for théV nights of observation.

5. Two standard star images are taken per night at airmagsés=s 1.1 and 1.8 for théV nights of observation,
and the data from a single extra “photometric campaign” nagk added where five standard star images are
taken at airmasses &f = 1.2,1.4,1.6, 1.8 and 2.0.

6. Three standard star images are taken per night at airma$sé = 1.1, 1.4 and 1.8 for thév nights of
observation.

7. Three standard star images are taken per night at airma$sé = 1.1, 1.4 and 1.8 for théV nights of
observation, and the data from a single extra “photome#mpaign” night are added where five standard star
images are taken at airmasses¥of= 1.2, 1.4, 1.6, 1.8 and 2.0.

We note that there are only60 standard star images per filter that have been reproces$ethe corrected FORS2
pipeline, and therefore we are limited to a maximum valueXasf ~20 nights when considering simulations of three
standard star images per night. Hence we limit our simuiatio the range 2 N < 20.

In defining the simulations, it is also necessary to adoptestypical (but arbitrary) values for the parameters
Z, k; anda to which we may compare the values we derive from our analylstee simulation data. We adopt
Z = —28.0magk; = 0.1 mag/airmass for each nightanda = 0.05.

For each filter, for each value of, and for each observing strategy described above, we ped6f simulations,
where we generate and analyse the data for each simulatfohcgs:

1. From the~60 photometric tables for detector 1 corresponding to taedstrd star images that are available,
we select the correct number of tables in time-order so aeweradhe required number of images specified by
the simulation (e.g. itV = 5 and two standard star images are observed per night aladhgayphotometric
campaign night, then we select the first 15 photometric tafile detector 1), and we assign an appropriate
airmass to each table.

2. For each standard star entry in each selected photortelie, we generate a random value(of; — M,,)
from a Gaussian distribution with zero mean and standaridtien equal to the photometric uncertainty for the
standard star entry. We then add to this value the standagditnde M, the zero pointZ, the total extinction
k; X; and the colour terna(M,, — M,,) using our adopted values ¢, k; anda, and using the value ok;
specific to the photometric table and the valuedff and (M, — M) specific to the standard star. The final
simulated value is stored as the instrumental magnitudesunement for the corresponding standard star in the
corresponding photometric table. Note that by adoptingiglsivalue fork; for each night, we are assuming
that each night is photometric (i.e. has a stable extinataefficient).

3. We proceed to fit the photometric model from Equation lveeieto the current simulation to the randomly
generated instrumental magnitudes stored in the seletigmetric tables, and we save the fitted values for
Z, k; anda.
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4. Considering a reasonable airmass range of 1.0 to 1.8’andR colour range of 0.3 to 1.4 mag for a typical
science observation, we calculate the maximum possiblesygic errorosys introduced when calibrating a
science observation with the fitted valuesffk; anda as opposed to making the same calibration with the
adopted simulation input values af, k; anda. Note that the maximum systematic calibration ewrgys is
calculated not just over the assumed ranges of airmass dadrcbut also over the nights of observation,
therefore taking into account the different fitted valueg pper night.

4.4 Simulation Results And Discussion

For each filter, for each number of photometric nightof observations, and for each observing strategy described
in Section 4.3, we have f(itted values of each of the photometric model paramefers; anda. In Figure 6, for
each filter we plot the standard deviation (over the dithulations) in the derived values of the photometric zeiot

Z as a function ofV. Different curves are shown for each observing strategyeasribed in the plot caption. These
plots illustrate the precision to which we may monitor the@tametric zero point as a function of the observational
parameters of our simulations and based on real FORS2 sthsida data.

From Figure 6, it can be seen that the zero point precisiomrdugs with N only if at least two standard star
images are taken per night, and thalt8 photometric nights with an airmass range-@.7 should be included in the
photometric modelling in order to obtain a monitoring pséai of ~1% across all filters. We may further conclude
that the inclusion of observations at an intermediate asnar the inclusion of data from a photometric campaign
night, provide little improvement in the monitoring prdois for Z, as illustrated by the small differences between the
lower solid red curve, the lower dashed red curve, and thekldarves (solid and dashed).

We note that the nightly extinction coefficiemts suffer from a systematic error (which is different for each
simulation), in addition to a random error, relative to thput value of 0.1 mag/airmass (i.e. the mean vatue; >
systematically differs from 0.1 mag/airmass for each satioh). This is due to the random error in the zero point
systematically affecting the measured extinction coeffitifor each nightly grouping of standard star images. We
also note that this systematic error is substantially lafbg factors of~2-5) than the observed scatter in the
values derived for a single simulation. Hence we calculagentiean extinction coefficient k; > over the nights of
observation for each simulation, and in Figure 7, for eatérfile plot the standard deviation (over thé 0nulations)
in < k; > as a function ofV and the different observing strategies in order to assessrpact of these parameters
on the (dominant) induced systematic error in the extimctioefficients.

The plots in Figure 7 indicate that if we adopt the observimaglelling strategy of~18 photometric nights with
two standard star images taken over an airmass range of €egsary for a-1% precision in the monitoring of the
photometric zero point, then we will automatically achievéetter than~10% precision in the monitoring of the
nightly extinction coefficient; in each filter.

In Figure 8, for each filter we plot the standard deviatiorefahe 16 simulations) in the derived values of the
colour term coefficient as a function ofV and the different observing strategies. We note that irsingay' improves
the precision to which we can monitarfor each observing strategy and that changing the airmasg rérom 0.3
to 0.7) has no effect on the monitoring precision (as can ba bg the coincidence of both solid red curves and both
dashed red curves in each plot). We also note that incredflséngumber of standard star images observed per night,
and the inclusion of the data from a photometric campaightpigiay substantially improve the precision to which
we can monitor. However, the precision to which we can monitois not a driving constraint for our observational
strategy, and adopting the observing/modelling stratégyl® photometric nights with two standard star images taken
over an airmass range of 0.7 necessary ferl&b precision in the monitoring of the photometric zero poasults in
an ability to monitora to a precision 0~~20-30% in each filter.

Finally, in Figure 9, for each filter we plot the mean (over 1€ simulations) of the maximum possible systematic
error osys that may be introduced into the calibrated standard maggitd a science object by using the fitted pho-
tometric calibration coefficient&, k; anda as a function ofV and the different observing strategies. The left-hand
column of plots corresponds to the maximum possible systemaor calculated for nights with regular standard star
observations of 1,2 or 3 standard star images taken per, ragttthe right-hand column of plots corresponds to the
maximum possible systematic error calculated for the phetdc campaign night.

Again, we see that the photometric calibration accuracyavgs with/V only if at least two standard star images
are taken per night. We also see that increased numbersdésthstar observations per night and an increased airmass
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Figure 6: Plots of the standard deviation (over thé dinulations) of the measured zero paififmag) as a function

of the number of photometric nights of standard star obsiens Each plot corresponds to a different filter (reported
in the title). The blue curve corresponds to one standardmetaye taken per night at an airmass®f= 1.1 with the
addition of an extra photometric campaign night of five staddtar images taken at airmasseXof= 1.2, 1.4, 1.6,

1.8 and 2.0. The solid red curves correspond to two standardnsages taken per night at airmassesfof= 1.1

and 1.4 for the upper curve, and at airmasseX of= 1.1 and 1.8 for the lower curve. The dashed red curves also
correspond to two standard star images taken per nightragages oX = 1.1 and 1.4 for the upper curve, and at
airmasses ok = 1.1 and 1.8 for the lower curve, but with the addition of am&photometric campaign night (same
as for the blue curve). The solid black curve correspondbreetstandard star images taken per night at airmasses
of X = 1.1, 1.4 and 1.8, and the dashed black curve correspondset® standard star images taken per night at
airmasses o = 1.1, 1.4 and 1.8 with the addition of an extra photometric gaign night (same as for the blue
curve). The horizontal dotted line indicates the desireditoang precision for the photometric zero point.
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Figure 7: Plots of the standard deviation (over th€difhulations) of the measured mean extinction coefficient; >

over the nights of observation as a function of the numbethot@ametric nights of standard star observations. Note
that the standard deviations have been converted to a pageecaf the adopted extinction coefficient used as input
to the simulations. Each plot corresponds to a differergrfilteported in the title). Curve descriptions are the same
as for Figure 6. The horizontal dotted line indicates thérddsmonitoring precision for the atmospheric extinction
coefficients.
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Figure 8: Plots of the standard deviation (over thé &ibnulations) of the measured colour term coefficiersts a
function of the number of photometric nights of standard staservations. Note that the standard deviations have
been converted to a percentage of the adopted colour terfficca® used as input to the simulations. Each plot
corresponds to a different filter (reported in the title).n@udescriptions are the same as for Figure 6. The horizontal
dotted line indicates the desired monitoring precisiortliercolour term coefficient.
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Figure 9: Plots of the mean (over the®l¥imulations) of the maximum possible systematic erigyis (mag) that may

be introduced into the calibrated standard magnitude oflemese object by using the fitted photometric calibration co-
efficientsZ, k; anda versus the number of photometric nights of standard starehtons. Each plot corresponds to

a different filter (reported in the title). The left-hand anin of plots corresponds to the maximum possible systematic
error calculated for the nights with regular standard steeovations of 1, 2 or 3 standard star images taken per night.
The right-hand column of plots corresponds to the maximusside systematic error calculated for the photometric
campaign night where five standard star images are takemasses ok = 1.2, 1.4, 1.6, 1.8 and 2.0. The horizontal
dotted line indicates the desired absolute photometriaracy that we wish to provide the user the ability to achieve
with the photometric calibration of FORS2 observations€gisufficient science object S/N).
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range of observations both work to improve the achievabtegrhetric calibration accuracy. Furthermore, the impact
of a photometric campaign night of standard star obsenvatim the achievable photometric accuracy for any night
(including the photometric campaign night) is relativetyadl (except when only one standard star image is taken per
night, in which case the achievable photometric accuractherphotometric campaign night is approximately twice
as good as on any other night). However, the plots in Figule&ly show that in order to achieve the FAP aim of an
absolute photometric accuracy of 3%, an observing stratgétiyat least two standard star images taken per night and
including at least 4 photometric nights in the modellinguffisient.

45 Conclusions

The results of the simulations are very similar betweerr§ijtand so the conclusions we make about the recommended
standard star observing strategy for the FORS2 instrunpgaty o all of the broadband filter8, V', R and:

1. To achieve a-1% monitoring precision for the photometric zero point, ortant for assessing changes in the
detector+instrument+telescope sensitivity, one shobldio two standard star images per night at airmasses
of X ~ 1.1 and 1.8, ensuring a range in airmass-0f6 to 0.7, and at least 18 photometric nights should be
included in the photometric modelling of the data.

2. ltis important to note that the results from the simulagiperformed in this Section depend on the assumption
that the extinction coefficient is stable for the time per@mar which the standard star images are observed
during any one night. Therefore, in order to minimise thebatlity of violating this assumption, it is desirable
to obtain the minimum two standard star images for the nigét tover the required airmass range~df.6 to
0.7 as close together in time as possible.

3. Observations coupled with modelling satisfying the ¢@ists described in (1) & (2) will enable the monitoring
of the atmospheric extinction coefficient to a precision®-8%. Similarly, the colour term coefficient, again
linked to the instrumental optical properties, may be naei with a~20-30% precision.

4. The FAP project goal of providing the user with the abitibyreach an absolute photometric accuracy of 3%
with the FORS2 instrument may be achieved by following thest@ints described in (1) & (2), which in fact
lead to the ability to reach absolute photometric accusaoid.4-1.8%.

5. Once two standard star images at airmasses ef 1.1 and 1.8 have been obtained, further images taken at
intermediate airmasses have little impact on the precisfadhe monitoring of the photometric zero point and
the extinction coefficient for the night in question. Howew&uich extra observations serve to verify that the
fitted extinction coefficient for the night is stable, pofaty allowing for the classification of the night as
photometric (stable extinction coefficient) or non-phoédrit (variable extinction coefficient). Further images
may also provide some improvements in the achievable afesphotometric calibration accuracy for science
objects (but with diminishing returns for the time invested

We note that previous FAP documents (Freudling et al. 200&uding et al. 2007) have recommended that three
standard star observations should be taken during a phtiomight over a range of airmasses in order to achieve
a precision of~1% in the determined photometric zero point. However, otaitisl investigation of the observing
(and modelling) strategy required to achieve this goal irajpa with the aim of enabling an absolute photometric
accuracy of 3% for FORS2 science observations indicatéstisaconstraint may be relaxed into taking two standard
star observations per night over a large enough range ireasr0.6-0.7) so long as at least 18 photometric nights
with similar data are included in the photometric modelling

5 FORS2 Calibration Plans

In this Section, we use the conclusions from Section 4.5 asg for designing a new FORS2 calibration plan, which
should enable us to achieve the monitoring and calibrato@tsgstated in Section 4.1.
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5.1 The Current Calibration Plan Is Not Being Followed

Using data from the Science Archive Facility, we extracté@drimation on the observational epochs and airmasses of
the standard star images that were obtained with FORS2gltleperiod 01/01/2011 to 10/04/2011. In Figure 10,
we plot the separation in time of the standard star imagesntdiaring a night as a function of observation date, and
in Figure 11, we plot the airmass distribution of the staddstar images as a function of observation date. In both
plots, red and green data points represent standard stgesntaken on nominally non-photometric and photometric
nights, respectively, where this classification is madehieyQC scientist based on LOSSAMata (and in ambiguous
situations by consulting the night report in addition).

The FORS2 photometric calibration plan that is describethhnFORS2 manual (Saviane 2010) is out of date,
and for convenience we reproduce in Appendix B the instoastifor the current (July 2011) calibration plan at
Paranal. It specifies the requirement per broadband filtex foghtly observation of a standard star field and a further
observation of a standard star field at high airmask.§) for those nights that are considered as photometrimmFr
Figures 10 & 11, one can see that this calibration plan habeen followed, with many pairs of standard star images
not achieving the high airmass constraint, and with a restdenproportion of photometric nights failing to have
at least two standard star observations. The consequertbés d$ that the standard star photometric data that we
are gathering are not sufficient to be able to satisfy our todng goal of~1% precision for the photometric zero
point or our goal of enabling 3% absolute photometric acour&his demonstrates the importance of monitoring the
implementation of the calibration plan more closely in thiife.

5.2 Proposal For A New Calibration Plan

We propose the following new calibration plan, based on tireckiusions derived from the results of the simulations
presented in Section 4:

1. Whenever FORS2 comes on for the first time during the nigtitiqexpected to be observing for more than
~4 hours, a standard star field at low airmass should be olsséoveach broadband filter3, V', R andI),
unless the sky has thin/thick clouds. If the extinction &oifts derived from this observation serve to classify
the night as photometric, then another standard star fieldldibe observed immediately afterwards at high
airmass, such that the difference in airmass between tren@imns is greater than or equal to 0.7. Both fields
should be chosen following the recommended Stetson stdustkar fields listed for different times of the year
in Section 5.3.

2. If a night is flagged as photometric and science data reguahotometric conditions are to be obtained, then
further observations of standard stars should be carrieduring the night in order to monitor the continued
stability of the conditions. These observations should &&ied out with the same filter(s) as the science
observations. Observing one standard star field in the mididihe night and another at the end of the night is
sufficient. The airmasses of these two fields should be chiodenther sample the previously observed airmass
range (e.g. if observations at the beginning of the nighewsrformed at airmasses of 1.1 and 1.9, then the
observations in the middle of the night and at the end of tgatriould be obtained at airmasses-af.3 and
~1.6).

3. Standard star fields should be selected in order to magitnésnumber of standard stars observed and the range
in colour (ideally withA(B — V) and A(V — R) of at least~0.8 mag). The standard star fields listed in
Section 5.3 have already been prioritised according tortiemmendation.

4. Each observation of the same standard star field shoultkba tising a different offset and rotation so that over
the course of a few months the full set of offsets and rotat&specified in the relevant offset file is performed
(see Table 1 & Appendix C). This strategy ensures that thnelatal star observations sample the full area of each
detector and a full rotation, potentially enabling the luation of systematic spatially-dependent photometric
errors (i.e. static and rotating illumination correctipis the science object photometry. The set of offsets
and rotations to be observed depends on the standard stiainfaglestion, since they must be distributed so as

4see http://www.eso.org/gen-fac/pubs/astclim/parasaftnssam/study.html and http://archive.eso.org/asm/ambéwer
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date for the period 01/01/2011 to 10/04/2011. Red and greém mbints represent standard star images taken on
nominally non-photometric and photometric nights, resipely, as classified by the QC scientist.
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riod 01/01/2011 to 10/04/2011. Red and green data pointesept standard star images taken on nominally non-
photometric and photometric nights, respectively, asstfiesl by the QC scientist.

to avoid placing very bright stars on the detector and to enthat a reasonable number of standard stars are
present in the images.

5. Observations of standard star fields that are close to tenMhould be avoided since the scattered moonlight
will reduce the S/N of the photometry and cause unwanted skgignts in the images. The exact limit on the
target-Moon distance should be decided by Paranal.
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Table 1: The Stetson standard star fields.

Name R.A. DEC Nstars A(B—V) A(V —R) Texp Offsets File ID
[hh:mm:ss] [dd:mm:ss] [mag] [mag] [sec]
(2) (2) 3) (4) (5) (6) () (8)
T-Phe 00:30:06.3  -46:28:08.6 14 1.00 0.71 B,V,R=3sec;dels 0
L92 00:55:09.7 +00:42:49.9 19 0.66 0.42 B,V,R=3sec; I=1sec 2
PG0231 02:33:40.9 +05:19:15.0 12 0.78 0.45 B,V,R=4sec5kel 1
L95 03:53:38.7 +00:07:16.7 21 0.79 0.59 B,V,R=3sec; I=1sec 1
E3 06:43:13.6  -45:13:28.8 39 0.93 0.60 B,V,R=3sec; I=1sec 3
NGC2298 06:48:37.2  -35:58:34.6 126 1.23 0.88 B,V,R=3setsdcC 2
L98 06:52:09.3  -00:19:00.3 165 1.38 1.05 B,V,R=3sec; lelse 1
Ru149 07:24:16.7 -00:32:20.1 207 1.21 0.86 B,V,R=3secsdcl 1
Ru152 07:29:56.5 -02:05:42.1 63 0.91 0.54 B,V,R=3sec;dels 1
NGC2420 07:38:28.3  +21:34:02.9 47 0.61 0.30 B,V,R=3setsde 3
NGC2437 07:41:41.0 -14:50:45.8 65 1.17 0.80 B,V,R=3setséec 1
NGC2818 09:16:22.9 -36:35:20.2 173 1.18 0.78 B,V,R=3selsdcC 2
L101 09:56:53.0 -00:19:53.7 21 1.09 0.74 B,V,R=3sec; Islse 1
Leol 10:08:55.1  +12:22:37.6 34 1.17 0.77 B,V,R=3sec; Ielse 2
PG1047 10:50:05.3  -00:00:57.4 14 0.77 0.50 B,V,R=4sec5kelc 1
E5 12:05:13.3  -45:33:56.5 69 0.92 0.56 B,V,R=3sec; I=1sec 1
L104 12:42:17.2  -00:31:51.6 20 1.09 0.68 B,V,R=4sec; Is&cs 1
PG1323 13:25:45.0 -08:49:59.3 13 0.52 0.24 B,V,R=3secsdcl 1
NGC5139*)  13:26:30.0 -47:10:23.0 100 1.12 0.60 B,V,R=3sec; I=1sec 1
IC4499%) 14:57:50.0 -82:12:00.0 41 0.45 0.27 B,V,R=3sec; I=1sec 2
PG1525 15:28:11.0 -07:14:34.2 21 1.05 0.68 B,V,R=4sec5kelc 1
L107 15:39:32.7 -00:12:32.0 25 0.91 0.61 B,V,R=3sec; lelse 1
NGC6121*)  16:24:10.0 -26:35:03.0 50 0.90 0.50 B,V,R=3sec; I=1sec 2
PG1633 16:35:12.1  +09:50:59.0 60 0.92 0.61 B,V,R=3sedcl 1
PG1657 16:59:35.5 +07:42:31.0 78 1.01 0.72 B,V,R=3sedel 0
E7 17:27:20.0 -45:02:28.0 182 1.36 1.06 B,V,R=3sec; I=1sec 2
L110 18:42:46.1  +00:07:04.9 49 1.99 1.44 B,V,R=3sec; lelse 1
NGC6822*) 19:44:53.0 -14:37:50.0 67 1.29 0.87 B,V,R=3sec; I=1sec 2
NGC6940 20:34:32.0 +28:14:50.0 90 1.12 0.77 B,V,R=3setsde 2
MarkA 20:43:39.6  -10:46:29.0 60 1.07 0.78 B,V,R=3sec; ktls 1
NGC7006 21:01:15.7 +16:11:26.7 19 0.43 0.30 B,V,R=3setsdec 2
PG2213 22:16:19.1  -00:21:14.1 22 0.88 0.64 B,V,R=3sedcl 1
Notes —

Col. 1: Name of the field, according to http://www2.cadca.tib-iha.nrc-cnrc.gc.ca/community/STETSON/stanslaréields
labeled with(*) were not observed within the FORS2 calibration plan fronD0/2009 to 10/04/2011, and therefore they have
not been fully assessed for suitability for use as FORS2istahstar fields.
Cols. 2-3: Celestial coordinates for the optimal pointinghwORS2 (to avoid too few stars or overcrowding etc.). Nbs
these coordinates may differ from those listed in the Sretsdalogue.
Col. 4: Estimate of the number of standard stars presenteiff@RS2 field withS/N > 20 on the basis of FORS2 archive
images (corresponding 1 < 19). For the fields never observed with FORS2 (marked Wittin Col. 1), an estimate is made
on the basis of thé3 catalogue magnitudes. Please note that this number reféne total number of stars present over both

detectors.

Cols.5-6: Spread in colour of the stars visible in the FOR8 fivith S/N > 20.
Col. 7: Recommended exposure time.
Col. 8: ID number of the offset file to adopt: offsdf3.dat (see Appendix C).



5.3 Recommended Stetson Standard Star Fields

In Table 1, we list the full set of Stetson standard star firlois the Stetson standard star catalogue with recommended
pointings and exposure times relevant to the FORS2 instnturmidis list of standard star fields has been used to create
individual recommendations for specific standard star diétdbe observed at different times of the year, based on
primarily satisfying the airmass constraints in the praabsalibration plan, and then on optimising the number of
standard stars that are observed along with the colour thages achieved. For each period of approximately 15 days
in a year, we list below the standard star fields that shoulobdserved at the beginning, middle and end of the night.
In case these fields cannot be observed for some reason (ropsinaints etc.), a backup list of standard star fields is
provided in order of priority.

More detailed information on the chosen Stetson standardistds may be found at:
http://www.eso.orgtlcoccato/dutiesveb/fields/visibility.html

01 - 14 January

Beginning of the night: L954 ~ 1.13), L98 (z ~ 2.03)
Middle of the night: NGC2298

End of the night: NGC2298

Suitable fields in this period:

Name R.A. DEC Nstars A(B—-V) A(V —R)
[hh:mm:ss] fdd:mm:ss] [mag] [mag]
Ru149 07:24:16.7  -00:32:20.1 207 121 0.86
NGC2818 09:16:22.9  -36:35:20.2 173 1.18 0.78
L98 06:52:09.3  -00:19:00.3 165 1.38 1.05
NGC2298 06:48:37.2 -35:58:34.6 126 1.23 0.88
L101 09:56:53.0  -00:19:53.7 21 1.09 0.74
L95 03:53:38.7  +00:07:16.7 21 0.79 0.59

15 - 31 January

Beginning of the night: L954 ~ 1.10), Rul49 ¢ ~ 1.76)
Middle of the night: NGC2298

End of the night: Leol

Suitable fields in this period:

Name R.A. DEC Nstars A(B—-V) A(V —R)
[hh:mm:ss] H-dd:mm:ss] [mag] [mag]
Ru149 07:24:16.7 -00:32:20.1 207 1.21 0.86
NGC2818 09:16:22.9 -36:35:20.2 173 1.18 0.78
L98 06:52:09.3  -00:19:00.3 165 1.38 1.05
NGC2298 06:48:37.2 -35:58:34.6 126 1.23 0.88
Leol 10:08:55.1  +12:22:37.6 34 1.17 0.77
L95 03:53:38.7 +00:07:16.7 21 0.79 0.59

01 - 13 February

Beginning of the night: NGC2298 (~ 1.12), NGC2818 £ ~ 1.79)
Middle of the night: NGC2818

End of the night: NGC2818
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Suitable fields in this period:

Name R.A. DEC Nstars A(B—-V) A(V —R)
[hh:mm:ss] f-dd:mm:ss] [mag] [mag]
Rul49 07:24:16.7 -00:32:20.1 207 1.21 0.86
E7 17:27:20.0  -45:02:28.0 182 1.36 1.06
N2818 09:16:22.9  -36:35:20.2 173 1.18 0.78
L98 06:52:09.3  -00:19:00.3 165 1.38 1.05
N2298 06:48:37.2  -35:58:34.6 126 1.23 0.88
N6940 20:34:32.0 +28:15:10.0 90 1.12 0.77
N2437 07:41:41.0 -14:50:45.8 65 1.17 0.80
MarkA 20:43:39.6  -10:46:29.0 60 1.07 0.78
E5 12:05:13.3  -45:33:56.5 69 0.92 0.56
Leol 10:08:55.1  +12:22:37.6 34 1.17 0.77

14 - 29 February
Beginning of the night: NGC2298 (~ 1.05), NGC2420 £ ~ 1.71)

Middle of the night: Ru149

End of the night: E7

Suitable fields in this period:

Name R.A. DEC Nstars A(B—V) A(V —R)
[hh:mm:ss] Edd:mm:ss] [mag] [mag]
Rul49 07:24:16.7 -00:32:20.1 207 1.21 0.86
E7 17:27:20.0  -45:02:28.0 182 1.36 1.06
N2818 09:16:22.9  -36:35:20.2 173 1.18 0.78
N2298 06:48:37.2  -35:58:34.6 126 1.23 0.88
N2437 07:41:41.0 -14:50:45.8 65 1.17 0.80
N6940 20:34:32.0 +28:15:10.0 90 1.12 0.77
MarkA 20:43:39.6  -10:46:29.0 60 1.07 0.78
E5 12:05:13.3  -45:33:56.5 69 0.92 0.56
Leol 10:08:55.1  +12:22:37.6 34 1.17 0.77
N2420 07:38:28.3  +21:34:02.9 47 0.61 0.30
01 - 14 March
Beginning of the night: NGC2298 (~ 1.02), L101 (z ~ 1.85)
Middle of the night: NGC2437
End of the night: E7
Suitable fields in this period:
Name R.A. DEC Nstars A(B—-V) A(V —R)
[hh:mm:ss]  fdd:mm:ss] [mag] [mag]
Ru149 07:24:16.7  -00:32:20.1 207 1.21 0.86
E7 17:27:20.0  -45:02:28.0 182 1.36 1.06
N2298 06:48:37.2  -35:58:34.6 126 1.23 0.88
NGC2437 07:41:41.0 -14:50:45.8 65 1.17 0.80
MarkA 20:43:39.6  -10:46:29.0 60 1.07 0.78
E5 12:05:13.3  -45:33:56.5 69 0.92 0.56
L101 09:56:53.0 -00:19:53.7 21 1.09 0.74
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15 - 31 March

Beginning of the night: NGC2298 (~ 1.02), Leol (z ~ 1.91)
Middle of the night: Leol
End of the night: E7

Suitable fields in this period:

Name R.A. DEC Nstars A(B—V) A(V —R)
[hh:mm:ss] fdd:mm:ss] [mag] [mag]

Rul49 07:24:16.7 -00:32:20.1 207 1.21 0.86
E7 17:27:20.0 -45:02:28.0 182 1.36 1.06
N2298 06:48:37.2  -35:58:34.6 126 1.23 0.88
L101 09:56:53.0  -00:19:53.7 21 1.09 0.74
Leol 10:08:55.1 +12:22:37.6 34 1.17 0.77
E5 12:05:13.3  -45:33:56.5 69 0.92 0.56

01 - 14 April

Beginning of the night: NGC243%(~ 1.02), E5 (z ~ 1.71)

Middle of the night: NGC2818

End of the night: MarkA

Suitable fields in this period:
Name R.A. DEC Nstars A(B—-V) A(V —R)
[hh:imm:ss] fdd:mm:ss] [mag] [mag]

E7 17:27:20.0  -45:02:28.0 182 1.36 1.06
N2818  09:16:22.9  -36:35:20.2 173 1.18 0.78
N2298  06:48:37.2  -35:58:34.6 126 1.23 0.88
PG1657 16:59:35.5 +07:42:31.0 78 1.01 0.72
N2437 07:41:41.0 -14:50:45.8 65 1.17 0.80
MarkA  20:43:39.6  -10:46:29.0 60 1.07 0.78
E5 12:05:13.3  -45:33:56.5 69 0.92 0.56

15 - 30 April

Beginning of the night: NGC2818:(~ 1.04), NGC5139 ¢ ~ 2.06)
Middle of the night: E7
End of the night: MarkA

Suitable fields in this period:

Name R.A. DEC Nstars A(B—-V) A(V —R)
[hh:mm:ss] Edd:mm:ss] [mag] [mag]
E7 17:27:20.0  -45:02:28.0 182 1.36 1.06
N2818 09:16:22.9  -36:35:20.2 173 1.18 0.78
PG1657 16:59:35.5  +07:42:31.0 78 1.01 0.72
NGC5139 13:26:30.0 -47:10:23.0 100 1.12 0.60
MarkA 20:43:39.6  -10:46:29.0 60 1.07 0.78
Leol 10:08:55.1  +12:22:37.6 34 1.17 0.77
N6940 20:34:32.0 +28:15:10.0 90 1.12 0.77
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01 - 14 May
Beginning of the night: NGC2818(~ 1.02), PG1323 £ ~ 1.95)

Middle of the night: E7
End of the night: E7

Suitable fields in this period:

Name R.A. DEC Nstars A(B—V) A(V —R)
[hh:imm:ss] Hdd:mm:ss] [mag] [mag]
Rul49 07:24:16.7  -00:32:20.1 207 1.21 0.86
E7 17:27:20.0 -45:02:28.0 182 1.36 1.06
N2437 07:41:41.0 -14:50:45.8 65 1.17 0.80
MarkA  20:43:39.6  -10:46:29.0 60 1.07 0.78
PG1323 13:25:45.0 -08:49:59.3 13 0.52 0.24
15 - 31 May
Beginning of the night: NGC2818(~ 1.05), L98 (= ~ 1.70)
Middle of the night: E7
End of the night: E7
Suitable fields in this period:
Name R.A. DEC Nstars A(B—-V) A(V —R)
[hh:mm:ss]  fdd:mm:ss] [mag] [mag]
Rul49 07:24:16.7 -00:32:20.1 207 1.21 0.86
E7 17:27:20.0  -45:02:28.0 182 1.36 1.06
L98 06:52:09.3  -00:19:00.3 165 1.38 1.05
N2818 09:16:22.9  -36:35:20.2 173 1.18 0.78
N6940 20:34:32.0 +28:15:10.0 90 1.12 0.77
MarkA 20:43:39.6  -10:46:29.0 60 1.07 0.78
01 - 14 June
Beginning of the night: E5 ~ 1.09), NGC2298 £ ~ 1.87)
Middle of the night: L110
End of the night: L110
Suitable fields in this period:
Name R.A. DEC Nstars A(B—-V) A(V —R)
[hh:imm:ss] fdd:mm:ss] [mag] [mag]
Rul49 07:24:16.7 -00:32:20.1 207 1.21 0.86
E7 17:27:20.0 -45:02:28.0 182 1.36 1.06
N2298 06:48:37.2 -35:58:34.6 126 1.23 0.88
N2818 09:16:22.9  -36:35:20.2 173 1.18 0.78
MarkA 20:43:39.6  -10:46:29.0 60 1.07 0.78
E5 12:05:13.3  -45:33:56.5 69 0.92 0.56
L110 18:42:46.1  +00:07:04.9 49 1.99 1.44
15 - 30 June

Beginning of the night: E5 ~ 1.07), NGC6121 ¢ ~ 1.81)
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Middle of the night: NGC6121
End of the night: MarkA

Suitable fields in this period:

Name R.A. DEC Nstars A(B—-V) A(V —R)
[hh:mm:ss]  fdd:mm:ss] [mag] [mag]
E7 17:27:20.0  -45:02:28.0 182 1.36 1.06
L98 06:52:09.3  -00:19:00.3 165 1.38 1.05
N2818  09:16:22.9  -36:35:20.2 173 1.18 0.78
N5139° 13:26:30.0 -47:10:23.0 100 1.12 0.60
MarkA  20:43:39.6  -10:46:29.0 60 1.07 0.78
N6940  20:34:32.0 +28:15:10.0 90 1.12 0.77
E5 12:05:13.3  -45:33:56.5 69 0.92 0.56
N6822 19:44:53.0 -14:37:50.0 67 1.29 0.87
N612T" 16:24:10.0 -26:35:03.0 50 0.90 0.50
01 - 14 July
Beginning of the night: NGC513%(~ 1.08), L101 (z ~ 1.94)
Middle of the night: PG1657
End of the night: MarkA
Suitable fields in this period:
Name R.A. DEC Nstars A(B—-V) A(V —R)
[hh:mm:ss]  fdd:mm:ss] [mag] [mag]
E7 17:27:20.0  -45:02:28.0 182 1.36 1.06
N5139° 13:26:30.0 -47:10:23.0 100 1.12 0.60
N6940  20:34:32.0 +28:15:10.0 90 1.12 0.77
PG1657 16:59:35.5 +07:42:31.0 78 1.01 0.72
MarkA  20:43:39.6  -10:46:29.0 60 1.07 0.78
L101 09:56:53.0 -00:19:53.7 21 1.09 0.74
15- 31 July
Beginning of the night: NGC513%(~ 1.10), PG1047 £ ~ 1.78)
Middle of the night: PG1657
End of the night: PG2213
Suitable fields in this period:
Name R.A. DEC Nstars A(B—-V) A(V —R)
[hh:mm:ss] Edd:mm:ss] [mag] [mag]
E7 17:27:20.0  -45:02:28.0 182 1.36 1.06
N5139 13:26:30.0 -47:10:23.0 100 1.12 0.60
NGC6940 20:34:32.0 +28:15:10.0 90 1.12 0.77
PG1657 16:59:35.5  +07:42:31.0 78 1.01 0.72
IC4499 14:57:50.0  -82:12:00.0 41 0.45 0.27
PG2213 22:16:19.1  -00:21:14.1 22 0.88 0.64
PG1047 10:50:05.3  -00:00:57.4 14 0.77 0.50
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01 - 14 August

Beginning of the night: NGC612%(~ 1.02), IC4499 ¢ ~ 1.87)
Middle of the night: E7
End of the night: L95

Suitable fields in this period:

Name R.A. DEC Nstars A(B—V) A(V —R)
[hh:mm:ss] H-dd:mm:ss] [mag] [mag]
E7 17:27:20.0  -45:02:28.0 182 1.36 1.06
IC4499 14:57:50.0  -82:12:00.0 41 0.45 0.27
N6940 20:34:32.0 +28:15:10.0 90 1.12 0.77
MarkA 20:143:39.6  -10:46:29.0 60 1.07 0.78
NGC612F 16:24:10.0 -26:35:03.0 50 0.90 0.50
L107 15:39:32.7  -00:12:32.0 25 0.91 0.61
L95 03:53:38.7 +00:07:16.7 21 0.79 0.59
15 - 31 August
Beginning of the night: E7~ 1.09), E5 z ~ 1.81)
Middle of the night: L110
End of the night: NGC2298
Suitable fields in this period:
Name R.A. DEC Nstars A(B—-V) A(V —R)
[hh:imm:ss] f-dd:mm:ss] [mag] [mag]
E7 17:27:20.0  -45:02:28.0 182 1.36 1.06
NGC2298 06:48:37.2 -35:58:34.6 126 1.23 0.88
E5 12:05:13.3  -45:33:56.5 69 0.92 0.56
L110 18:42:46.1  +00:07:04.9 49 1.99 1.44
MarkA 20:43:39.6  -10:46:29.0 60 1.07 0.78
L95 03:53:38.7  +00:07:16.7 21 0.79 0.59
PG1323 13:25:45.0  -08:49:59.3 13 0.52 0.24
01 - 14 September
Beginning of the night: E7~ 1.07), NGC5139 £ ~ 1.74)
Middle of the night: MarkA
End of the night: NGC2298
Suitable fields in this period:
Name R.A. DEC Nstars A(B—-V) A(V —R)
[hh:mm:ss] H-dd:mm:ss] [mag] [mag]
Ru149 07:24:16.7  -00:32:20.1 207 1.21 0.86
E7 17:27:20.0  -45:02:28.0 182 1.36 1.06
N2298 06:48:37.2  -35:58:34.6 126 1.23 0.88
MarkA 20:43:39.6  -10:46:29.0 60 1.07 0.78
N5139°  13:26:30.0 -47:10:23.0 100 1.12 0.60
IC4499 14:57:50.0 -82:12:00.0 41 0.45 0.27
T-Phe 00:30:06.3  -46:28:08.6 14 1.00 0.71
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15 - 30 September
Beginning of the night: E7~ 1.11), NGC6940 ¢ ~ 1.95)
Middle of the night: MarkA
End of the night: L98

Suitable fields in this period:

Name R.A. DEC Nstars A(B—V) A(V —R)
[hh:mm:ss] H-dd:mm:ss] [mag] [mag]
E7 17:27:20.0  -45:02:28.0 182 1.36 1.06
L98 06:52:09.3  -00:19:00.3 165 1.38 1.05
N2298 06:48:37.2  -35:58:34.6 126 1.23 0.88
NGC6940 20:34:32.0 +28:15:10.0 90 1.12 0.77
MarkA 20:43:39.6  -10:46:29.0 60 1.07 0.78
PG2213 22:16:19.1  -00:21:14.1 22 0.88 0.64
T-Phe 00:30:06.3  -46:28:08.6 14 1.00 0.71
01 - 14 October
Beginning of the night: MarkA4{ ~ 1.05), PG1633 £ ~ 1.96)
Middle of the night: PG2213
End of the night: Ru149
Suitable fields in this period:
Name R.A. DEC Nstars A(B—-V) A(V —R)
[hh:imm:ss] fdd:mm:ss] [mag] [mag]
Rul49 07:24:16.7  -00:32:20.1 207 1.21 0.86
N6940 20:34:32.0 +28:15:10.0 90 1.12 0.77
N6822  19:44:53.0  -14:37:50.0 67 1.29 0.87
MarkA  20:43:39.6  -10:46:29.0 60 1.07 0.78
PG1633 16:35:12.1  +09:50:59.0 60 0.92 0.61
PG2213 22:16:19.1 -00:21:14.1 22 0.88 0.64
L95 03:53:38.7  +00:07:16.7 21 0.79 0.59
15 - 31 October
Beginning of the night: MarkA4{ ~ 1.03), NGC6121 ¢ ~ 2.02)
Middle of the night: L95
End of the night: NGC2818
Suitable fields in this period:
Name R.A. DEC Nstars A(B—-V) A(V —R)
[hh:imm:ss] fdd:mm:ss] [mag] [mag]
Rul49  07:24:16.7 -00:32:20.1 207 1.21 0.86
N2818  09:16:22.9  -36:35:20.2 173 1.18 0.78
N6940  20:34:32.0 +28:15:10.0 90 1.12 0.77
MarkA  20:43:39.6  -10:46:29.0 60 1.07 0.78
N6121" 16:24:10.0 -26:35:03.0 50 0.90 0.50
L95 03:53:38.7 +00:07:16.7 21 0.79 0.59
L92 00:55:09.7  +00:42:49.9 19 0.66 0.42
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01 - 14 November
Beginning of the night: MarkA4{ ~ 1.11), NGC6940 ¢ ~ 1.89)
Middle of the night: E3

End of the night: NGC2818

Suitable fields in this period:

Name R.A. DEC Nstars A(B—V) A(V —R)
[hh:mm:ss] E-dd:mm:ss] [mag] [mag]
N2818 09:16:22.9 -36:35:20.2 173 1.18 0.78
N6940 20:34:32.0 +28:15:10.0 90 1.12 0.77
L110 18:42:46.1  +00:07:04.9 49 1.99 1.44
MarkA 20:43:39.6  -10:46:29.0 60 1.07 0.78
E3 06:43:13.6  -45:13:28.8 39 0.93 0.60
T-Phe  00:30:06.3 -46:28:08.6 14 1.00 0.71
15 - 30 November
Beginning of the night: T-Phex(~ 1.11), PG0231 £ ~ 1.76)
Middle of the night: NGC2298
End of the night: NGC2298
Suitable fields in this period:
NAME R.A. DEC Nstars A(B-V) A(V —R)
[hh:imm:ss] fdd:mm:ss] [mag] [mag]
L98 06:52:09.3  -00:19:00.3 165 1.38 1.05
N2298 06:48:37.2  -35:58:34.6 126 1.23 0.88
L95 03:53:38.7 +00:07:16.7 21 0.79 0.59
T-Phe 00:30:06.3  -46:28:08.6 14 1.00 0.71
PG0231 02:33:40.9 +05:19:15.0 12 0.78 0.45
01 - 14 December
Beginning of the night: T-Phez(~ 1.08), MarkA (z ~ 1.86)
Middle of the night: Ru149
End of the night: NGC2298
Suitable fields in this period:
Name R.A. DEC Nstars A(B—-V) A(V —R)
[hh:imm:ss] fdd:mm:ss] [mag] [mag]
Rul49 07:24:16.7 -00:32:20.1 207 1.21 0.86
L98 06:52:09.3  -00:19:00.3 165 1.38 1.05
N2298 06:48:37.2 -35:58:34.6 126 1.23 0.88
MarkA 20:43:39.6  -10:46:29.0 60 1.07 0.78
L95 03:53:38.7 +00:07:16.7 21 0.79 0.59
T-Phe  00:30:06.3  -46:28:08.6 14 1.00 0.71

15 - 31 December
Beginning of the night: T-Phex(~ 1.12), PG2213 £ ~ 1.81)
Middle of the night: NGC2298
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End of the night: L98

Suitable fields in this period:

Name R.A. DEC Nstars A(B—-V) A(V —R)

[hh:imm:ss] fdd:mm:ss] [mag] [mag]
T-Phe 00:30:06.3  -46:28:08.6 14 1.00 0.71
N2298 06:48:37.2  -35:58:34.6 126 1.23 0.88
L98 06:52:09.3  -00:19:00.3 165 1.38 1.05
Ru149 07:24:16.7  -00:32:20.1 207 1.21 0.86
PG2213 22:16:19.1 -00:21:14.1 22 0.88 0.64

Appendix A

The FORS?2 pipeline reciders _photometry may be used to simultaneously process multiple photontatoies
produced by the recipiers _zeropoint . The purpose of the recipe is to fit a user-configurable phetoomodel

to the set of instrumental magnitude measurements of theatd stars (and non-standard stars if required) and to re-
turn the values of the fitted coefficients to enable the uspht@ometrically calibrate their science object photometr
The photometric model ifors _photometry may be configured to include various combinations of termiseeo
sponding to the photometric zero point, linear atmosplexiimction terms, linear colour terms, and two-dimensiona
spatial polynomial terms. In particuldgrs _photometry is capable of fitting the photometric model represented
by Equation 1.

We performed the standard verification work fors _photometry as described in Section 2 and we found
that the recipe functions correctly as described in thelipipenanual. The most important of these verifications
consisted of testing the fits performed by the recipe. Foh @assible combination of photometric parameters that
may be fit withfors _photometry (or in other words, for each available photometric modeB,generated a set
of photometric tables containing fake noiseless instrualenagnitude measurements. This was done by adopting
the standard star entries from a set of real photometriesginioduced bjors _zeropoint  and then transforming
the corresponding standard magnitudes to instrumentahitualgs using the adopted photometric model and its co-
efficients. We then usefdrs _photometry to fit the fake instrumental magnitude measurements wittattopted
photometric model and we compared the fitted values for tledficents with the values used to generate the fake
data. We found that the fitted values of the coefficients netche values used to generate the fake data to within
numerical precision foall available types of photometric modelfiors _photometry . Hence we conclude that
the fitting method is robust and reliable.

We also tested fitting a subset of the available photometodets infors _photometry to fake noisy in-
strumental magnitude measurements. We did this in the saayeawfor the fake noiseless instrumental magnitude
measurements, except that we used the magnitude uncesadistied in the real photometric tables to generate random
Gaussian noise that we added to the fake instrumental nuggniheasurements. We then uged _photometry
to fit the instrumental magnitude measurements as befolethét current photometric model under consideration to
yield noisy fitted values for the model coefficients. Repwathis procedure 1000 times enabled us to verify that the
reported uncertainties on the fitted values for the moddficants match the observed scatter in these coefficients as
measured over the 1000 simulations, and that the mean vafliles fitted model coefficients match the values used
to generate the fake data to within the uncertainty on thenxmidance we conclude thidrs _photometry reports
reliable uncertainties on the fitted photometric paranset@nd that when the correct photometric model is chosen,
fors _photometry does not introduce any biases into the fitted values of th&opietric parameters.

During our verification work, we were presented with the ayoaity to perform a detailed comparison with simi-
lar independent software written in IDL by ourselves viaftemIDL modulefit _photometric  _calibration.pro
For each available photometric modelfors _photometry , we verified that fits usinfprs _photometry and
fit _photometric  _calibration.pro on exactly the same data yielded fitted values of the modédficeats
that matched to withinv1% in most cases, and regularly matched to witkih1%. The slight differences that do
exist in the fitted values may be traced to the different dagaghting schemes used ligrs _photometry and
fit _photometric  _calibration.pro , wherefors _photometry implements a full treatment of covariance
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Program Timings For "fors_photometry’ : Green = Linear : Blue = Quadratic : Purple = Cubic
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Figure 12: Plot of processing time (s) as a function of the Ineinof instrumental magnitude measurements of standard
stars using the FORS2 pipeline recifoes _photometry . Red plus-signs represent actual measurements of the
processing time, and the green, blue and purple straigks Berve to illustrate the gradients of linear, quadratit an
cubic functions, respectively, on this log-log-scale plot

via the construction of théesign matrix in the linear least squares problem, dihd _photometric  _calibration.pro
ignores covariance via construction of thamal equationsin the linear least squares problem (see Press et al. 2007).
This is of course a very encouraging result, although it liggits the fact that the extra coding effort in dealing with
error covariance may not have been necessary to obtain aretedit.

We also note thdbrs _photometry (as opposedtiit _photometric  _calibration.pro ) has not been
designed to simultaneously fit more than one photometri zeint, and consequently FORS2 data from each detector
must be treated separately in order to determine an estiofidtee photometric zero point for each detector. This
situation results in separate estimates of the extinctaefficient for each night from the data for each detector.
This may be viewed as an advantage since multiple estimétibe @xtinction coefficient for each night provide a
consistency check on the results. However, fomights of observation and two detectors this results imf{jtt
total of 2V 4 4 parameters to the data. Adopting a single, more comprerensihotometric model consisting of
two photometric zero points, nightly extinction coeffidigand a single colour term coefficient requires the fitting of
only N + 3 parameters to the same data, and consequently, the preofsiioe fitted extinction coefficients will be
substantially better in this case.

We identified one disadvantage withrs _photometry  when processing large data sets>000 magnitude
measurements. The processing time for such data sets i€ ardler of hours to days, and the processing time
is proportional toN3, where N, is the number of instrumental magnitude measurements thateing fitted (see
Figure 12). Hence, large data sets, typical of fits spanninfipfe nights of observation, can quickly become in-
tractable to perform with available computing power. Seraflata sets have more reasonable processing times (e.g.
~20 s for Ny ~1000,~10.5 min for N; ~3000,~49 min for N, ~5000, etc.). However, we note that the pro-
gramfit _photometric  _calibration.pro runs much faster, processing 1000 magnitude measurements in
just ~0.01 s. This is again due to the different approaches to thei@o of the linear least squares problem taken
by the different programs. The design matrix constructedooy _photometry is a rectangular matrix of size
N, x Ny elements (wheréV,, is the number of parameters in the photometric model) whiahtuch larger than the
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N, x N, matrix for the normal equations constructedfiby _photometric  _calibration.pro , since typically
Nq > N, and the larger size leads to a much longer solution time. St that whenV, is especially large, the
design matrix cannot fit in the computer memory, and curyehtk limit is reached byors _photometry running
on QC computers when performing a fit of the standard starophetric data for a single perio®F309688 - SUS-
PENDED). In contrast, the prografit _photometric  _calibration.pro does not suffer from this memory
problem.

We summarise our findings relatingftrs _photometry  as follows:

1.

o &~ 0D

The recipe has a well-designed and well-documentedaaierand we did not find any problems with the input
parameters.

The fitting method implemented in the recipe is robust afidlvle.
The recipe reports reliable uncertainties on the fittedpaters.
The results produced by the recipe are consistent witlesponding results provided by independent software.

The recipe cannot fit a photometric model that includesentiban one photometric zero point, which corre-
sponds to the case where data includes photometry frompieutietectors.

The full covariance error propagation implemented inrgm@pe, which requires the construction of a design
matrix in the solution of the linear least squares probleradpces fitted parameter values that differ very little
(~0.1%) from those derived ignoring the treatment of covargawia the construction of the normal equations
and implemented ifit _photometric  _calibration.pro . However, thefors _photometry recipe
runs ~2000 times slower thafit _photometric  _calibration.pro and with much greater memory
requirements, limiting the usefulness of this recipe fogda data sets5000 magnitude measurements).

Appendix B

The current (July 2011) calibration plan in operation atRat is as follows:

Calibration: Photometric Standard Star Field in BVRI
Validity: 1 Day
Template/OB: FORS2_img_obs_crsplit

Usage:

Standards must be taken from the following queues: FORS1-Ph otom-std or
FORS2-Photom-std. Photometric standard should be taken to measure the
zero-points for the night to determine if the night is photom etric.
Photometric standard should be taken each night when the con ditions
are clear/photometric. However, note that according to the manual this
is mandatory only for PHO conditions, so there is not reason t o}
classifiy imaging observations in CLR and without standard as "C"
These OBs only contain BVRI. OBs are prepared. Note: for COLL _HR the

collimator MUST be set in BOB!

Calibration: Photometric Standard Star at High Airmass
Validity: 1 Day

Template/OB: FORS2_img_obs_crsplit (with SEQ.CATG=STAN DARD)

Usage:

According to the calibration plan the high airmass standard s must be
taken in the standard settings to distinguish between atmos pheric
extinction and instrumental zero points. The plan is to obse rve the
BVRI sequence for one of the Stetson fields at 2.3 > airmass > 1 .6
whenever imaging observations are done in a clear or photome tric

night in Service Mode.
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Appendix C

The contents of the proposed offset files for standard stserehtions as referred to in the last column of Table 1 are
reproduced here:

# offset pattern for standard star observations
# offsets in arcsec rotation in degree

# offsets_0.dat

#
# X Y rot
0 0 0
-00 -00 90
-00 -00 180
-00 -00 270

#
# X Y rot
0 0 0
-60 -60 0
60 -60 0
-60 60 0
60 60 0
-60 -60 180
60 -60 180
-60 60 180
60 60 180
-60 -60 90
60 -60 90
-60 60 90
60 60 90
-60 -60 270
60 -60 270
-60 60 270
60 60 270
-60 0 0
60 0 0
0 -60 0
0 60 0
0 0 180
-60 0 180
60 180
0 -60 180
0 60 180
0 90
-60 0 90
60 90
0 -60 90
0 60 90
0 270
-60 0 270
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60 0 270
0 -60 270
0 60 270

# offsets_2.dat

#
# X Y rot
0 0 0
-10 -10 0
10 -10 0
-10 10 0
10 10 0
-10 -10 180
10 -10 180
-10 10 180
10 10 180
-10 -10 90
10 -10 90
-10 10 90
10 10 90
-10 -10 270
10 -10 270
-10 10 270
10 10 270
-10 0 0
10 0 0
0 -10 0
0 10 0
0 0 180
-10 0 180
10 0 180
0 -10 180
0 10 180
0 0 90
-10 0 90
10 0 90
0 -10 90
0 10 90
0 0 270
-10 0 270
10 0 270
0 -10 270
0 10 270

# offsets_3.dat

#
# X Y rot
0 0 0
-30 -30 0
60 -30 0
-30 60 0
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-30 -10 180
60 -10 180
-30 60 180
20 20 180
-20 -20 90
20 -20 90
-20 20 90
20 20 90
-20 -20 270
20 -20 270
-20 20 270
20 20 270
-30 0 0
60 0 0
0 -30 0
0 60 0
0 0 180
-30 0 180
60 0 180
0 -20 180
0 60 180
0 0 90
-20 0 90
20 0 90
0 -20 90
0 60 90
0 0 270
-20 0 270
20 0 270
0 -20 270
0 20 270
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