
Flow software. The aspects considered
covered:

- the software development cycle
from requirements to implementation

- maintainability, ease of integration
and scalability of software

- test procedures, documentation and
user's support

- operational aspects
- interfaces between VLT control and

Data Flow software

The VLT Control Software

The programme was based on pres
entations and several demonstrations,
as quite a large portion of the software is
ready at least in a first version or in a
prototype form.

The VLT common software was first
introduced. This is by now a well-estab
lished product, developed in an incre
mental way through aseries of Releas
es since 1994, typically twice or three
times per year. It contains now an
amount of code of about 500 Klines and
is distributed to Instrument Consortia
and VLT Contractors. In addition, a com
plete CCD control software package is
now available, which is also distributed
to Consortia. This is going to be used
now both for technical and scientific
CCDs.

The part which is becoming more crit
ical now in the VLT programme is obvi
ously the telescope control software,
both the subsystem control and the co
ordinating software. This software is ba
sically the same on the NTT upgrade
and on the VLT. It will be tested in paral
lel during the so-called NTT Big Bang
starting in July at La Silla (recommis
sioning of the NTT with the new soft
ware) and with the first telescope struc
ture at the manufacturing site in Milano.

The presentations about the Instru
mentation standards used by ESO, but
also by the Instrumentation Consortia,
concluded the presentations on VLT
control software.

It was c1ear from all this that ESO de
velopments are weil aligned with the
VLT milestones, although still quite
some work has to be done. This was

also the subject of presentations cover
ing the telescope integration and com
missioning periods, from the point of
view of the control software. Looking at
planning, while still quite some effort will
go into completing the common software
this year, more and more effort will be
shifted towards telescope control soft
ware in the medium range. On the long
er run control software for instruments
will take more and more effort, although
this is to a large extent a collective effort
by the Astronomical Community of
member countries channelled through
the Consortia.

The ongoing training of the Paranal
software support team, weil integrated
with the VLT software development
team, was also explained. This is part of
the strategy to cope with the software
support and maintenance activities at
Paranal.

An interesting presentation was given
also on the VLT Interferometer software
plans, a new potential "customer" of the
VLT software standards.

The DMD Data Flow Software

On the final day of the Review, DMD
presented an overview of the design and
implementation status of the VLT Data
Flow System (DFS) (see this issue's arti
c1e on the DMD for a general discussion
of the DFS). The DMD presentation was
preceded by a discussion of interface
issues between the DFS and the VLT
Control Software (VCS). An outline of
software needs of instrument develop
ers and operators was also presented.

The DMD presentation showed the
system breakdown of the DFS into com
ponents of the observing cycle from pro
posal entry to archival research. The
concept of Observation Blocks as the
quantum of data that flows in the DFS
was outlined. Observation Blocks will be
passed to the VCS for execution. VCS
will request services from the DFS such
as catalogue support and archival stor
age of calibration and raw data. DFS will
request site and instrument status data
from the VCS so that the short-term
scheduling of Observation Blocks can

be done to optimise the scientific
throughput of the VLT. Since the DFS
design process began only in 1995,
there is a significant difference in the de
velopmental status of VCS and DFS.
Many important pieces of software infra
structure were developed within the VLT
software effort before the DFS was de
fined. Hence there is a critical need for
DMD, INS and VLT software groups to
work together to define and address the
various open interface issues between
the DFS and VCS. In September 1995, a
Data Flow Project Team was formed
with members from VLT, DMD, INS and
Science divisions. This team will play a
vital role in the successful union of VCS
and DFS. The work of the team will be
critical in the NTT prototyping pro
gramme. By the beginning of 1997,
DMD in collaboration with VLT plan to
run prototypes for DFS archive, pipeline
and scheduling systems on the NTT.

Conclusion

The general feeling was that ESO is
weil on track both with respect to the
technology used and in relation to the
next VLT milestones. The effort made by
ESO in the NTT upgrade project, used
also as a testbed for the VLT and DMD
software, was appreciated and encour
aged. Still a number of areas exist where
the ongoing developments have to be
checked and improved. We look forward
to the written report by the Reviewers to
then start a number of corrective ac
tions.

The VLT software group has been
running VLT control software workshops
in the last two years, to strengthen the
collaboration with Consortia and Con
tractors. The above Review was c1early
not meant to be areplacement for this
year's Workshop. This is expected to be
held in the second week of September,
in collaboration with the DMD and INS
Division. Invitations will be sent out to
the VLT partners before the summer.

Gianni Raffi
e-mail: graffi@eso.org

J. SPYROMILlO, ESO

The NTT upgrade project has the tollowing goals:
1. Establish a robust operating procedure tor the telescope to minimise

down time and maximise the scientific output.
2. Test the VLT control system in real operations prior to installation on

UTt.
3. Test the VLT operations scheme and the data flow trom proposal

preparation to tinal product.

By the time this issue of the Messen
ger appears in print, the NTT will be in
the big-bang phase of the upgrade.
Since this article is being written some

time in advance, it is difficult to give
you an update on how we are doing
with the big bang. Right now the
preparations are in their final hectic

days. I would, however, like to con
centrate more on what we plan to do at
the time you will be reading this
article.
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Big Bang

The first thing we plan to do in the big
bang is the re-aluminisation of the sec
ondary mirror of the ND. This will be
done while the old control system is still
in place so that we can verify the optical
alignment of the M2 unit before remov
ing any other optical element. Following
the reintegration of the M2 unit we will
start the control system upgrade. This is
split into four parts. In the big bang part 1
we shall upgrade the major telescope
sUbsystems (building, altitude, aZimuth,
M1, M2 and M3) and the adapter rotator
on side A (the SUSI side). This work will
last until the middle of September and
we expect that the re-aluminisation of
the primary as weil as a number of main
tenance activities will also occur during
this time. Following this part 1, we will
begin to integrate the various subsys
tems into the ND control system. At the
same time side B (the EMMI side) and
the instruments will be upgraded. In this
second part of the big bang we plan to
have aperiod of complete system inte
gration of all control functions.

With the end of the big bang part 2 we
plan to re-align the telescope and re-alu
minise the tertiary mirror of the tele
scope (which has to be removed in any
case for the alignment). At the same
time we shall be installing the new GGD
controllers (AGE) on EMMI and SUSI.
The completion of part 3 will allow us to
begin the commissioning phase for the
new control system and the instruments.
We expect to be doing this during De
cember and January of 1996/97. When
we have agiobai understanding of the
control system we shall then plug this
system into the VLT data f10w system
which will handle all parts of observing
external to the direct control of the in
strumentltelescope.

Bringing the NTT Back to the
Users

A number of applications having been
submitted, we are awaiting the OPG ap-
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proval for service programmes with the
ND in February/March 1997. Assuming
the aforementioned phases of the big
bang go according to the plan, we ex
pect that we shall be doing some very
limited service observing on the ND
during that period. As was made c1ear in
the announcement of opportunity, this
observing is strictly shared risks. As any
one who has commissioned an instru
ment or a telescope will be weil aware,
the number of problems that we shall
face cannot be overestimated. Depend
ing on the progress with the big bang, a
decision will be made on what may be
made available to the community during
period 59. However, we do want to wel
come users back to the telescope before
the official end of the big bang in July
1997. This is a critical part of the proto
typing the ND is supposed to perform in
advance of the arrival of UT1.

We expect that the ND that comes
out of the big bang will be better than
what we had before. The problem dis
cussed in the last issue of the Messen
ger regarding the sensitivity of EMMI
has now been traced to the long period
between aluminisations of the telescope
mirrors and also to the bad state of the
RILD mode selection mirror which
seems to suffer from acne. A similar
problem has been found in the SUSI M4
mirror. Although the latter should be re
placed before the big bang, the former
cannot be replaced so soon. We hope
for a significant improvement in sensitiv
ity for the whole telescope after the up
grade.

What will the NTT Scientific
User See

For astart we plan to replace the ND
console for one more functional. Users
familiar with the remote control room can
expect a similar look and feel. A number
of new workstations will be in place both
for the control of instrument and tele
scope but also to provide access to data
f10w tools such as pipeline and schedul-

er within the control room. The some
what uncomfortable situation of having
to do data analysis on the same work
station that is taking the data will hope
fully be a thing of the past with a dedicat
ed workstation planned for off-line use
by the astronomer.

The new control system will come
with a new operations scheme, and peo
pie who have applied for ND SUSI
service time and whose proposals are
selected by the OPG shall be using a
phase 11 proposal preparation tool to
specify their observations in more detail.
At phase 11 observing blocks (OB) will be
created. These OBs marry targets and
observations into a single entity that can
be scheduled and executed. The ob
serving blocks will be run by the ND
team in service mode and checked
against the requirements before we
send the data to the applicant.

We strongly value the comments and
suggestions from the community at all
times. Moreover, during this rapid proto
typing phase, the user community can
be most influential and helpful. There
fore, all users of the ND are strongly
encouraged to help us make an ND
that suits their scientific needs.

Comings and Goings

The ND team composition has been
fairly stable over the last few years; but
now, as the big bang approaches, some
changes have taken place. Pierre Martin
has arrived as a new ND fellow and
Stephane Brillant has also joined the
team as a student. Also Marco Ghiesa
and Thahn Phan Duc, both of whom are
software engineers, have transferred
from Garching to La Silla to be closer to
the action. Sadly, Roberto Aviles, one of
the ND instrument operators, is no
longer with the team.

Jason Spyromilio
jspyromi@eso.org


