
So Messenger readers beware: here 
is your best chance ever to make your 
image known to future generations! I am 
told that portraits can be sent as gifts or 
on loan only; in the latter case, they will 
be returned within a month after having 
been copied. Subject to any restrictions 
imposed by the donors, the Archenhold 
Observatory is prepared to supply on 
request copies of portraits held by them 
and will issue lists of their holdings from 
time to time. That is a most useful offer 
for all who have to write an article or give 
a talk about the past of their observato- 
ry, etc. 

The address is: Prof. Dr. D.B. Herr- 
mann, Archenhold-Sternwarte, Alt- 
Treptow 1, DDR-1193 Berlin, German 
Democratic Republic. They will be 
happy to hear from you. The editor 

Jacques Beckers 
Elected to Dutch and 
Norwegian Academies 

On August 28, Queen Beatrix of the 
Netherlands confirmed the election of 
ESO staff member Jacques Beckers as 
"Correspondent" of the Division for Sci- 
ences of the Roval Academv of Sci- 
ences of the  etherl lands. ~ o i r e s ~ o n d -  
ing members are researchers with a de- 
gree from a university in the Nether- 
lands, residing abroad. 

Jacques Beckers, who joined ESO in 
1988 to become Head of the Interferom- 
etry Group, also became a foreign 
member of the Mathematics-Physics 
Sciences Division of the Norwegian 
Academy of Sciences last year. 

Our best congratulations to Jacques 
at the time of these well-deserved hon- 
ours! 

The Efficiency of OPTOPUS 

This is part of an OPTOPUS frame resulting from an exposure of galaxies in the 
cluster Abell 3158, as obtained during the first run (in September 1989) of the ESO 
Key Programme on "Structure and Dynamics of Rich Clusters of Galaxies". 

Note that only the blue parts of the 31 spectra (of 28 galaxies and 3 "skies") are 
shown in this picture, which covers the wavelength range from -383 nm (top) to 
-440 nm (bottom). The bluest Call doublet (about one third of the way down) is 
from sky; the redder Call doublet (about two thirds of the way down) is from the 
galaxies, and visually displays the dispersion of the radial velocities of the galaxies in 
the cluster. 

In total, 37 exposures were obtained during the run, which yielded a total of about 
1000 galaxy spectra. P. Katgert (Leiden) 
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Introduction mining accurate radial velocities. We tics of the cluster and dealing with rela- 
In December 1986 and January 1988 focused our attention on theo blue tively few lines in early-type stars, it is 

we obtained with CASPEC at the 3.6-m wavelength region (3700-4700 A) and evidently of primary interest to achieve 
telescope spectra of early-type member used CCD # 3 in combination with the high precision in the wavelength calibra- 
stars of the young stellar cluster NGC 52 I/mm echelle grating. tion, particularly avoiding systematic 
2244 with the main purpose of deter- For the study of the internal kinema- errors with wavelength. Th-Ar calibra- 



tion spectra were obtained before and 
after every stellar exposure, in the corre- 
sponding telescope position. The inter- 
nal consistency obtained from compar- 
ing measured line positions on subse- 
quent calibration frames, after allow- 
ance was made for a small shift of the 
spectrum over the CCD (of the order of a 
few lo-' pixel in the wavelength direc- 
tion), is roughly 0.03 pixel in agreement 
with Monte Carlo simulations taking into 
account photon noise and read-out 
noise. 

However, in a first reduction using 
standard MlDAS procedures we noticed 
that the r.m.s. of the residuals between 
fitted and theoretical wavelengths was 
much larger, of the order of 0.15 pixel 
(0.02 A) in accordance with the results 
mentioned by D'Odorico and Ponz 
(1984). These residuals are obviously 
not representing random errors, but I I I I 1 
systematic trends as one might check - 0.50 -0.25 0.00 0.25 0.50 

P O S ~ T ~ O N  L ~ N E  C E N T R E  ( P i x e l )  
bv com~arincl the residuals for a ~ i v e n  . - 
line on various frames. This contribution Figure 1: Systematic errors induced by the 'aravity" method depending on true line centre-to- 
points out the origin of these systematic pixel centre position. Curves labelled with FWHM refer to theoretical calculations for gaussian 

errors and describes our solution to the lines. Dots resp. circles refer to empirical relations deduced from blue 52 I/mm resp. red 

problem. 31 I/mm echelle CASPEC data on CCD # 3. 

Analysis of Standard MlDAS 
Wavelength Calibration 
Procedure 

The standard MlDAS procedure de- 
fines the actual position of the Th-Ar 
lines in the extracted orders by default 
as the centre of gravity of the two bright- 
est pixels relative to the third brightest. 
(The more experienced user can use 
gaussian fitting by specifying his choice 
in the MlDAS procedure ECHSEAR.) It 
then identifies the lines, after elimination 
of resolved doublets, and in the case of 
theoretical close doublets with compo- 
nents of comparable strength, it couples 
the line position to a weighted mean 
wavelength. Finally, it predicts h,(x) as a 
function of position x in order m for each 
order independently by fitting a third 
degree polynomial in x. If less than 4 
lines are identified in a given order, a 
lower degree polynomial is chosen or, 
when less than 2 lines are identified, 
ultimately a global first approximation fit 
with 6 coefficients is used. 

Two kinds of systematic errors are 
introduced by using the standard cali- 
bration method, one associated with the 
actual definition of line centre, the other 
with the inadequate treatment of line 
blending. Depending on the desired 
wavelength accuracy, one might con- 
sider these errors either negligible or 
inadmissible. 

In order to illustrate the kind of sys- 
tematic error introduced by the "gravity" 
method used to determine line centre, 
we calculated the theoretical difference 
between the exact and the "gravity" pre- 

dicted line centre position for gaussian 
lines as a function of the position of the 
exact line centre relative to the centre of 
the pixel on which the line was found. 
Figure 1 shows that the usefulness of 
the "gravity" method strongly depends 
on FWHM, producing systematic errors 
of order pixel for FWHM = 1 pixel 

but of order lo-' pixel for FWHM = 2 
pixels. The global effect of "gravity" is 
that the line is seen closer towards the 
pixel edge than is actually the case 
(FWHM > 0.9), an effect that might be 
empirically illustrated by forming a his- 
togram of the "gravity" measured line 
centre-to-pixel centre positions (Fig. 2). 
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Figure 2: Distribution of "gravity" measured line positions relative to pixel centre (0.0), summed 
over 18 calibration frames. 
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Figure 3: Distribution of the offsets caused by 
line blending in the thorium spectrum be- 
tween 3 700 and 4 700 A for gaussian fitting 
over 5 pixels at the indicated instrumental 
configuration. Only lines strong enough to be 
detectable with CASPEC were retained as 
primary component. 

The thorium spectrum is rich in spec- 
tral lines, especially in the blue. When 
aimin at position accuracies of a few 

, even weak blends should be 1 
taken into account. Convolution of the 
laboratory thorium spectrum (Palmer 
and Engleman, 1983) with a point- 
spread function (PSF) representative for 
our data and subsequent gaussian line 
fitting shows that two third of the mea- 
sured line positions for lines detectable 
in the CASPEC calibration spectra differ 
by more than 0.025 pixel (0.003 A) from 
their theoretical position (Fig. 3). One 
third of all lines give offsets larger than 
0.15 pixel (0.02 A). Only a very small 
fraction of these blends is avoided in the 
current procedure. Effects of the order 
of 0.1 pixel are commonly caused by 
spectral lines one order of intensity 
fainter than the line they disturb. 

It is obvious that line blending and 
"gravity" line fitting cause errors of the 
order of the r.m.s. measured using the 
standard MlDAS wavelength calibration 
procedure. Thus this r. m.s. does not 
reflect information on the ultimately ob- 
tainable accuracy. More seriously, these 
approximations have impact on the final 
wavelength calibration, on the order of a 
few km s-'. We will not develop here the 
statistical arguments in support of this 
statement, but we will illustrate it at the 
end of the next section (Fig. 6) when 
discussing one of our calibration 
frames. 

An Improved Wavelength Cali- 
bration Procedure 

There is no essential argument 
against the definition of the actual line 
position of the Th-Ar lines by gaussian 

(or PSF) fitting. The possibility of gauss- 
ian fitting is available in MIDAS, except 
for the fact that the standard gauss fit- 
ting routines in the current echelle pack- 
age are not intended to deal with under- 
sampled gaussians, nor to treat all kinds 
of input data substantially differing from 
pure gaussians. We removed these limi- 
tations by an extension of the conver- 
gence criteria, an improvement of the 
initial guesses for the fit parameters and 
the introduction of the finite pixel size in 
the computation of the gaussian fit func- 
tion and its derivative. 

The line blending problem calls for a 
scrutiny of the available calibration ta- 
bles (LINCAT tables in the MlDAS envi- 
ronment). With the majority of the lines 
more or less seriously affected by 
blends, the choice is somewhere in be- 
tween adopting corrections to the 
laboratory wavelengths according to the 
instrument's characteristics and the ap- 
plied reduction procedure, or selecting a 
relatively small number of almost un- 
blended lines. The weak points of the 
first choice are the dependence of the 
corrections on line strengths (which may 
vary with age, temperature, internal 
pressure, etc. of the lamp) as well as on 
measurement and reduction parameters 
(PSF, line centre-to-pixel centre posi- 
tion, window used in fitting). The selec- 
tion possibility on the other hand re- 
duces the number of available calibra- 
tion lines substantially and creates the 
need for a global wavelength calibration 
in order to prevent errors from fitting 
small numbers of lines in each order to 
become the major error source (in our 
set-up the frame includes 21 orders i.e. 

84 coefficients to be determined in the 
standard MlDAS procedure). 

We performed theoretical and empiri- 
cal tests, fully independent from r.m.s. 
considerations, to build a system for 
calibration line selection that allows as 
much freedom as possible to the poten- 
tial user. On the one hand, we degraded 
the laboratorium thorium spectra 
according to our instrumental set-up 
and calculated blend-induced offsets 61 
for several line centre-to-pixel centre 
positions by gaussian fitting using win- 
dows including up to 7 pixels. On the 
other hand, we searched empirically for 
evidence of blends by exploiting the dif- 
ferent sensitivity for asymmetries of the 
"gaussian" and the "gravity" methods. 
The latter test has been performed on 3 
complementary frames i. e. each shifted 
by pixel in order to achieve optimal 
results (the detection sensitivity for a 
particular blend depends strongly on 
line centre-to-pixel centre position). The 
test is inherently insensitive to close 
blends (separation much less than one 
pixel) and is noise-limited. If one wants 
to be reasonably confident that the final 
r. m. s. is not dominated by uncertainties 
in the corrected laboratory wavelengths, 
the range of allowed corrections 61 
should be not much larger than the ex- 
pected r. m. s. and its associated uncer- 
tainty E certainly not larger than half that 
value. In our case, we selected about 85 
linesusing 1611 < 5 1 0 - ~ A , 0 5 ~ 5  1.5 
1 o - ~  A to have a reasonable frame cov- 
erage (Fig. 4) and checked a posteriori 
that relaxing the criteria up to 61 I < 2 1 1 0 - ~ A a n d O s e 5 2 1 0 - ~  didnot 
change the wavelength calibration solu- 
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Figure 4: Distribution of identified (+) and selected lines (encircled). 



tion discussed hereafter although the 
inclusion of about 25 additional lines did 
enhance slightly the r. m. s. of the fit. The 
calibration solution itself remained 
stable with respect to the line selection 
as long as it was stringent enough to 
exclude lines whose assumed (blend)- 
wavelength is presumably wrong by at 
least 4 to 5 times the noise-expected 
uncertainty. The information content of 
the computed r. m. s. however does de- 
pend more critically on the selection and 
the r. m .s. rises strongly when the con- 
ditions on E are further relaxed. 

The calibration has been made finally 
using a global fit of the form 

h (x, m*) = 

a. + (a, + b,m*) x + a2x2 + a3x3 

1 +elm* 

with m* = constant-m, conform to the 
MlDAS order renumbering, equal to 1 
for the highest observed order (the con- 
stant being 94 in our case) and x running 
from 1 to 520 (CCD # 3) defining the 
actual position of the line centre along 
the extracted order m*. Table 1 lists ap- 
proximate values for the coefficients ob- 
tained for two frames taken in different 
runs. Notice that the term in m* in the 
nominator reduces the r. m. s. of frame 2 
very significantly, while it is more or less 
insignificant in the fit of frame 1. 

Figure 5 compares the residuals rela- 
tive to this global fit with selected lines 
against the residuals obtained using the 
standard MlDAS procedure, however 
with the "gravity" method already re- 
placed by gaussian fitting. It illustrates 
the dominant contribution of line blend- 
ing to the r.m.s. Moreover, notice in 
Figure 5a the correlation between low 
residuals and small numbers of lines for 
m 2 88, characteristic for overfitting of 
the data. 

Figure 6 shows the wavelength 
differences generated by these fits at 
corresponding positions in the frame. 
Differences of 1 to 2 km s-' are very 
common, while the r. m. s. of almost un- 

Table 1. Approximate fit coefficients and the maximal contribution in absolute value of the 
corresponding terms. Last rows give r. m. s. of residuals with b, included as free parameter or 
fixed to 0. 
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Flgure 5 Residuals in the wavelength calibration for the standard MlDAS procedure with 
gaussian fitting on all identified lines (5a) and in case of the proposed global fit using selected 
lines (5b) 
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blended lines relative to the global fit is 
only 0.3 km s-'. 

Figure 7 finally illustrates the adverse 
effect of the "gravity" method, showing 
the residuals to our global fit when this 
"gravity" method is used to define the 
actual line position. The residuals are 
plotted to the line centre-to-pixel centre 
position rather than to order number to 
show its (expected) dependence on that 
quantity. 

Discussion and Conclusions 
b l = O  1 4 . 6 1 0 - ~  5.2 lo-3 

b, = free 4.5 lo-3 3.3 1 o - ~  The effects of line blending and, to a 
lesser extent, the definition of line centre 
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Figure 6: Range of differences between the 
wavelength predicted by our global fit and 
that predicted by the standard MlDAS order- 
per-order fit. Labels indicating the larger 
ranges refer to the ordinate scale at the left 
(AIL). The horizontal broken lines indicate +/- 
one standard deviation of the residuals in the 
global fit. 

by the "gravity" method, give dominant 
contributions to the residuals between 
predicted and measured line positions. 
They affect the wavelength calibration 
increasingly with the number of parame- 
ters allowed in the calibration fit. The 
global calibration fit h = h (x, m*), de- 
duced empirically from the regularities 
seen in provisionally made bivariate 
polynomial fits, has given excellent re- 
sults i.e. residuals of about 0.03 pixel. 
Additional support for its validity comes 
from the fact that it predicted better than 
bivariate polynomials the wavelengths 
of the best (relatively weakly blended) 
not-selected lines, even when the poly- 
nomials were allowed to have up to 24 
parameters. 

Both the questions whether there is 
any theoretical support for this formula 
and whether it is (more) generally appli- 
cable to other echelles remain to be 
investigated. Since the mathematical 
form of h (x, m*) should be obviously 
invariant for linear transformations in x 
and m* (i.e. for scaling and zero-point 
changes), the formula to be actually 
tested should contain at least an addi- 
tional term in m* in the nominator, 

h (x, m*) = 

(ao + born*) + (al + bl m*) x + a2x2 + a3x3 

1 + c,m* 

In our case bo appeared to be indistin- 
guishable from 0, but it would not have 
been with any zero point definition. 

Goodrich and Veilleux (1 988) recently 
proposed a somewhat similar global for- 
mula, a bivariate polynomial in x and 
l /m  that might be conveniently written 
as 

They claim much higher residuals, 0.2 
to 0.5 pixel. Since part of it might be due 

to line blending effects (they start with 
about 600 calibration lines per frame 
and reject in up to 5 iterations outliers 
(residual > 5 o), but Figure 3 shows that 
such procedure is relatively inadequate 
(as statistically the probability that a 
blending line causes a given wavelength 
offset decreases smoothly with the size 
of the offset), we also tried to fit our 
selected data with this type of calibra- 
tion formula. However, we did not ob- 
tain lower residuals, so that its useful- 
ness is at best limited to the particular 
kind of echelle discussed by Goodrich 
and Veilleux (1988) for which it was in- 
tended. The main difference with our 
formula is the denominator, where we 
have m+constant instead of m, the con- 
stant being near to 1 in our case. It turns 
out that optimization of this constant is a 
necessary condition to obtain an accu- 
rate solution for CASPEC. 

Our main conclusions are, that 
(i) in order to achieve high precision in 

the wavelength calibration of CCD 
echelle spectra, a careful selection of 
reference lines is required, and the 
method "gaussian" should be used in 
the definition of line centre. 

(ii) a global calibration model h (x, m) 
describes accurately the measured line 
positions in the case of "blue" CCD 
CASPEC echelle spectra. 

The success of the global model is 
essential with respect to (i) in so far that 
it permits to apply a stringent selection 
on the thorium-argon reference lines. 

MlDAS users interested in an accu- 
rate wavelength calibration will find al- 
ready part of the possibilities discussed 
here available in MIDAS. Presently, the 
portable MlDAS version already in- 
cludes "gaussian" as default method. A 
catalogue of thorium-argon lines includ- 
ing indications on the blending of the 
lines in !he wavelength range 
3700-9000 A is also available in 
Garching. This catalogue will be up- 
dated end 1989 to include our theoreti- 
cal study of blending due to argon 
based on a wavelength list compiled by 
Norlen (1 973). This reference contains 
accurate wavelengths for a large sample 
of the Arl and Arll lines seen in the 
CASPEC calibration spectra (it may also 
be useful to improve some argon 
wavelengths in the LINCAT tables) as 
well as for weaker lines that may 
nevertheless perturb thorium lines. The 
catalogue is an extension of the LINCAT 
tables in the sense that columns 
specifying our parameters 6h and c are 
added. The user might create his own 
selection from this catalogue by apply- 
ing the SELECTlTAB command on the 
added columns and by adding the 
corrections Sh to the (uncorrected) 
wavelengths in the first column. Al- 
though compiled for one specific dis- 
persion, it remains useful at higher dis- 
persion (e.g. smaller pixel size) when the 
selection is limited to almost unblended 
lines. It is believed that the definition of 
the risk factor through 6h and E leaves 
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Figure 7:  Influence of the "gravity" method on the residuals in the wavelength calibration 
(global fit using selected lines). PIXFRAC is the "gravity" computed pixel fraction position of 
line centre. 



room for interpretation and generaliza- 
tion whenever necessary. Presently, E 

includes uncertainties due to line 
centre-to-pixel centre position, window 
choice in the gaussian fitting (up to 7 
pixels), FWHM of the PSF (up to 2 pix- 
els ). E is provisionally set to a pre- 
defined code when there is empirical 
evidence for blending with argon lines. 
Blends with weaker argon lines undoub- 
tedly remaine! unrecognized, especially 
above 4700 A where the empirical test 
turned out to be less sensitive (among 
others due to the undersampling of the 
lines in the available frames). 

At present, however, the user will 
have to specify his (own) global disper- 
sion fit function using the possibility 

offered by MlDAS to define user func- 
tions, and he will himself have to take 
care of the transport of the coefficients 
in the system during the further reduc- 
tions. Nevertheless, ESO is looking into 
the possibility to include the alternative 
of global dispersion formulae in future 
versions of the echelle package. 
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Pushing CASPEC to the Limit 
E, J, WAMPLER, ESO 

Recent CASPEC users will have 
noticed that there is a continuing pro- 
gramme to upgrade the capabilities of 
the spectrograph. Together with elec- 
tromechanical modifications of the 
spectrograph itself, there have been 
changes in the data reduction pro- 
cedures. In addition, there is now sub- 
stantially more experience with the 
biases that ESO reduction techniques 
introduce into the data. These improve- 
ments and the increased understanding 
of the critical processes can lead to a 
substantial increase in the limiting mag- 
nitude of CASPEC over that obtained in 
the past. Here I want to discuss some of 
the important choices to be made if 
good signal-to-noise (SIN) ratios, to- 
gether with high resolution, is needed 
for faint objects. A general description of 
CASPEC has been given by D'Odorico 
et al. (1 983). 

The detector now used with CASPEC 
is RCA CCD number 8. This CCD has a 
readout noise equal to about 25 e- when 
it is used with its controller operating at 
high gain. When observing faint objects, 
the CCD controller should be operated 
at the highest possible gain since faint 
sources do not tax the dynamic range of 
the system and a small step size in the 
analogue to digital conversion of the 
data reduces quantization errors when 
working at low signal levels. 

CCD number 8 has several cosmetic 
and operational problems that affect its 
ability to detect weak signals. Between 
columns numbers 1 and 40 the 
background drops with increasing col- 
umn number. Column numbers 40-45, 
161 and 201 are always bright and must 

be discarded. For approximately 48 
hours after the CCD has first been 
turned on, the dark current is high, ini- 
tially as much as one hundred times the 
2-3 e- pix-' hour-' that is reached after a 
few days of operation. Therefore, obser- 
vational programmes that are directed 
to the spectra of objects fainter than 
about mag 15 should be scheduled after 
programmes for brighter stars. CCD 
number 8 has some UV sensitivity but 
the sensitivity below about 4300 A 
drops rapidly. It is possible to reach 
magnitude 14 or 15 at 3700 A with a SIN 
ratio of about 50 after an integration 
time of several hours. At 5000 A the gain 
in limiting magnitude over that at 3700 
is about 2 magnitudes. 

Even though the readout noise of 
CCD number 8 is lower than that of 
ESO's other RCA CCDs, this readout 
noise is still the dominating noise source 
when faint objects are observed. There- 
fore, the SIN ratio that can be achieved 
is directly proportional to the integration 
time rather than the square root of the 
integration time as is the case when the 
limiting noise source is not the detector 
noise. I have used integration times as 
long as 5 hours when observing faint 
sources. Such long integration times do 
result in a large number of cosmic ray 
events. However, the situation is not as 
bad as it may first appear; CCD number 
8 is a high resolution CCD and the small, 
15 p.m square, pixel format greatly aids 
the identification and removal of cosmic 
ray events. Figure I shows the results of 
removing cosmic ray noise from CCD 
exposures on the 16.5-mag quasar 
UM402 = Q 020207-003. Figure 1 a 

using the facilities at ESO-Garching. 
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shows a three-hour frame before clean- 
ing. In Figure I b the lower threshold of 
the image was set to 280 DN, just above 
the highest level reached by the quasar 
signal. In Figure 1 b nearly all the cosmic 
ray events are seen. Despite the large 
number of cosmic ray events seen in the 
figure, only about 1 % of all image pixels 
are affected by these cosmic rays. Fil- 
tering programmes, if used with a fixed 
threshold set to 280 DN (just above the 
highest level of the quasar signal), can 
be very effective in removing the cosmic 
ray tracks seen in this image. The cos- 
mic ray impacts on the CCD generate a 
large number of electrons but these do 
not migrate very far in the Si substrate. 
The influence of a cosmic ray impact is 
confined to only a few pixels. Because 
these pixels are small, the contrast be- 
tween the cosmic ray events and the 
photon signal from the spectrum is 
large. Leach (1988) has measured the 
cosmic ray e- generation in CCDs. He 
finds that the differential pulse height 
distribution of cosmic ray generated 
electrons has a peak at about 400 e-. 
This distribution is very skewed to high 
energy events; only a small fraction of all 
events produce fewer than 400 e-. 

The ESO RCA CCDs also show 
events caused by a local source of 
radioactivity. At least for CCD number 8, 
the local source has a pulse height dis- 
tribution that is similar to that of the 
cosmic rays. An examination of the de- 
tected radiation events seen on long 
exposure frames taken with CCD 
number 8 indicates that aside from 
differences in the total counting rate, the 
cosmic ray model of Leach (1988) ade- 


