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1. Introduction

The Ultraviolet-Visible Echelle Spec-
trograph (UVES) was the first instru-
ment installed at the second VLT Unit
Telescope KUEYEN at the end of 1999.
UVES is a high-resolution cross-dis-
persed echelle spectrograph covering
the wavelength domain from the ultra-
violet at 300 nm to the near-infrared at
1100 nm with two optical arms, which
can be used in dichroic mode for paral
lel observations (Dekker et al., 2000).
Its large-size echelle gratings, each 84
cm long, make it possible to achieve a
spectral resolution of up to 80,000 in
the blue arm and 115,000 in the red. It
is equipped with 3 CCD detectors each
of size 4K~ 2K pixels, one EEV CCD
in the blue arm, and an EEV/MIT CCD
mosaic in the red arm. Commissioning
observations have shown the high in-
trinsic efficiency of this instrument, par-
ticularly in the ultraviolet domain (13%
at 360 nm). More than 200 hours of sci-
entific observations from UVES com-
missioning and science verification
time have been released for public use.
The instrument started regular opera-
tion in visitor and service mode on Aprill,
2000, and is used for about 75% of the
telescope time (D’Odorico, 2000).

The need to provide quick-look re-
duction of the data at the telescope, to
monitor the instrument performance and
to prepare the data distributed to serv-
ice mode observers are the major driv-
ers for VLT instrument pipelines. In the
case of UVES, with the 500 spectral for-
mats supported by the instrument and
the expected 2.5 Gbytes of daily data,
special emphasis was put into design-
ing methods for automated spectral for-
mat calibration supported by physical
models. These methods were prepared
in 1998 and the pipeline integration
started in 1999. After the initial phases
of integration in Europe and commis-
sioning of the instrument, the pipeline
was first installed at the telescope dur-
ing the second commissioning of the
instrument in December 1999. It was
then used for technical verification, and
during the Science Verification that took
place in February 2000. It was upgrad-
ed in March 2000 with a robust version,
improved optimal extraction, support for

image slicer mode, an improved back-
ground estimation procedure and a com-
plete update of the calibration database.
The pipeline was then adapted to meet
the needs of the Data Flow Operations
(DFO) group in Garching, which deliv-
ers reduced data to service mode obser-
vers. A further upgrade with increased
checks of quality control parameters
was done in August 2000. Extended-
source extraction, as well as the exten-
sion to support the FLAMES fibre port
of UVES are under development.

2. Pipeline Operations

The UVES pipeline is tuned primari-
ly to support operations in Paranal and
Garching. The main difference be-
tween Paranal and Garching use of the
pipeline lies mostly in the operational
objective of the reduction. In Paranal it
is used to have a quick look at the
on-going observations and monitor the
instrument health. DFO operations aim
at providing the best-possible reduced
products and at controlling their quality.
As a consequence, the update rate of
the calibration solutions differs be-
tween the two sites: daily in Garching,
monthly at Paranal.

The Paranal pipeline is the one
available to visiting observers at the tel-
escope. It supports all standard set-
tings of the instrument (11 central
wavelengths and 4 detector modes)
and makes use of pre-determined cali-
bration solutions established for a ref-
erence configuration. The accuracy of
this calibration is therefore limited by
possible instrumental drifts for example
due to temperature variations or earth-
guakes. The data-reduction software is
robust to shifts of up to about ten pix-
els, and the spectral format is regularly
compared at the telescope with refer-
ence calibration solutions. If a deviation
is noticed that goes beyond the limit of
robustness of the pipeline, it is neces-
sary either to realign the instrument to
the reference configuration or to up-
date the database. Non-standard set-
tings are also supported at the tele-
scope. These solutions are however
not stored in the calibration database,
but in a temporary area and are re-
moved at the end of an observing run.

The Garching pipeline is the one
used by the Quality Control Scientists
to prepare the reduced data distributed
to service mode observers. The best
possible accuracy is achieved drawing
from the pool of available calibration
data — either produced during the ob-
serving run, or as part of regular cali-
bration programmes — the ones judged
most suitable by the DFO Quality
Control Scientist. The Garching pipe-
line applies the same pre-defined re-
duction strategy to all science data, in-
dependent of the scientific purpose of
the observations. The quality of the cal-
ibration solutions is also measured and
stored for trend analysis.

3. Reduction Procedures

To work its way through the many
configurations, the pipeline makes use
not only of the FITS header informa-
tion, but also of the specific knowledge
of the optical design of the instrument
by means of a physical model. The
model is involved at many stages of the
calibration to provide reference values
and initial solutions for the current con-
figuration making the data reduction
completely automatic. In addition to the
calibration solutions, the pipeline deliv-
ers quality control information to help
the user in assessing the proper exe-
cution of the data reduction process.

The UVES pipeline is able to provide
good-quality science-data reduction for
low to medium signal-to-noise data un-
der the assumption that the object is a
point-source, centred on the slit. The
standard spectra extraction in the
course of the reduction at Paranal or in
Garching is made in optimal extraction
mode which provides a maximal sig-
nal-to-noise ratio per bin, automatic sky
background correction and cosmic ray
rejection. Different reduction strategies
can be implemented by using directly
the data reduction package, which pro-
vides additional extraction methods
and data reduction options.

3.1 Predictive format calibration
The geometric calibration is a com-
plete definition of the spectral format

including the order position and the
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Figure 1: The general reduction scheme of the UVES pipeline. Model predicted positions of wavelength calibration lines are projected onto
a format-check frame (a). The predicted positions are adjusted to the observed positions and an initial dispersion relation solution is pro -
duced (b). The order position is automatically defined on a narrow flat-field exposure using the physical model and a Hough Transform pro -
cedure (c). The initial dispersion relation is refined on a Th-Ar frame in order to fully take into account the slit curvature (d). Bias exposures
are averaged to produce a master bias frame (e). Flat-field exposures are processed to produce a master flat frame and to determine the
blaze function (f). The science frames are automatically reduced using the previous calibration solutions (g). After optimal extraction and or -
der merging, a one-dimensional spectrum is produced (h).

wavelength associated to each detec-
tor pixel. This step was traditionally car-
ried out via visual identification of a few
lines and for this reason many new
methods had to be developed. The pre-
cision with which the geometric calibra-
tion is performed determines the accu-
racy of all successive steps, in particu-
lar the optimal extraction and the pho-
tometric calibration. Initial methods for
an automated detection of the order
position and the wavelength calibration
were developed using the Hough
Transform method (Ballester, 1994). In
the case of UVES, the high non-linear-
ity of the dispersion relation required
the development of a physical model of
dispersion in order to predict the dis-
persion relation and to efficiently cali-
brate the several hundreds of optical
configurations (125 central orders in 4
detector modes) offered by the instru-
ment (Ballester & Rosa, 1997).

A template is dedicated to acquire a
“format-check” frame (Fig. 1a, b),
namely a ThAr calibration taken with a
short slit height. The positions of a few
hundred well-separated ThAr lines
contained in a reference table are pre-
dicted by the physical model and their
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central positions are projected onto the
format-check frame. The lines are
found in the narrow Th-Ar frame by a
two-dimensional centring procedure.
The initial dispersion relation, usually
based on about a hundred initial detec-
tions is refined with successive itera-
tions on the spectrum until most lines
are found.

The format-check data-reduction
step generates control plots which pro-
vide a quality check of the model and of
the stability of the instrument configu-
ration. The difference between the pre-
dicted and measured position of the
reference calibration lamp lines are
plotted as a function of the position on
the detector or the wavelength. Typi-
cally, a thin, well-clustered distribution
of the displayed points, with mean val-
ue near zero, is a direct indication of
good model prediction (Fig. 2a). On the
contrary, a randomly scattered distribu-
tion indicates a probable instrument
configuration shift (Fig. 2b). In this case
one could guess adjusted model pa-
rameters. Once a concentrated distri-
bution is found again, usually by
changing the offset along the cross-or-
der direction, the plot will have a mean

value close to the actual shift of the in-
strument configuration in the corre-
sponding direction (Fig 2c). After the
May 12, 2000 earthquake event, the in-
strument control parameters have been
readjusted to a reference configuration.

A preliminary step toward the reduc-
tion of echelle spectra is the definition
of the order position (Fig. 1c). For the
sake of accuracy and stability of the slit
tracing, this operation is usually per-
formed on contrasted, continuous
spectra such as flat-fields or bright star
exposures. A specific narrow flat-field
template was defined for this purpose.
It takes an exposure of the flat-field
lamp with the shortest slit equal to 0.5
arcsec. This kind of exposure provides
an accurate position of the spectrum
along the cross-dispersion direction. In
this step the physical model uses the
information on the instrument configu-
ration provided in the FITS header to
estimate the number of orders present
in the image. Hough Transform detec-
tion is then applied to find the central
position of each order and an estimate
of their slope at the centre. Finally the
cross-order profile is centred along the
order and a polynomial fit is performed.
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Three independent wavelength cali-
brations (Fig. 1d) are performed along
the slit to take into account the poten-
tial effects of slit curvature. Three sub-
windows are identified along the slit,
one for the object and two for the sky,
all equal in size. The initial dispersion
relation produced with the format-
check frame is refined on each sub-
window.

From a set of bias exposures it is
possible to produce a master bias im-
age through a stacked mean (Fig. 1e).
Similarly from a set of flat images it is
possible to create a master flat image
with master bias subtraction and back-
ground subtraction as well as to derive
the blaze efficiency function for each
order (Fig. 1f). Science raw data (Fig.
1g) can be processed using optimal or
average extraction.

3.2 Optimal and
average extraction

Optimal extraction is a minimal vari-
ance estimator of the flux at each
wavelength. The algorithm introduced
by Horne (1986) for long-slit data as-
sumes that the illumination fractions of
the spatial profile vary smoothly with
the wavelength and can be adjusted by
low-order polynomials. This assump-
tion does not generally hold in echelle
spectroscopy due to the inclination of
the orders. Resampling the data along
the spatial profiles would introduce pe-
riodic profile distortions and noise.
Different methods have been devel-
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oped for cross-dispersed spectroscopy
(Marsh, 1989; Mukai, 1990) involving
data resampling for the sole purpose of
estimating the weights.

The optimal extraction algorithm of
the UVES pipeline is based on profile
fitting by chi-square minimisation. It es-
timates the object signal and sky back-
ground and performs cosmic ray rejec-
tion under the assumption of a
Gaussian profile of the light distribution
along the slit. The extraction is per-
formed independently on each order.
First the full-width at half-maximum and
the position of the object is estimated
for different subsections along the or-
der. Next through a chi-square minimi-
sation, the amplitude and the sky back-
ground are estimated. The Gaussian
shape is a reasonable assumption for
low to medium signal-to-noise data.
Sky emission lines are removed during
the extraction: they fill the whole slit
and are accounted for by the constant
term of the spatial profile. Tests have
shown that the sky fine subtraction
achieves an accuracy better than 5%.
Strong sky emission lines may remain
visible in the extracted spectrum as
residual light and of course by the larg-
er variance of the extracted spectrum.
Cosmic rays are rejected by comparing
the raw cross-order profile with the re-
sult of the fit. One of the common diffi-
culties in optimal extraction schemes is
to prevent the rejection of valid data
samples by the cosmic ray rejection
methods in particular on high signal-to-
noise data. In the UVES pipeline, the
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Figure 2: The May 12, 2000 earthquake event as detected from the physical model control plots. The normal result obtained after success -
ful line matching (a) produces a well concentrated distribution with mean ordinate zero. The earthquake event causes the lines matching step
to fail (b). Adjusting the model by —10 pixels (along the cross-order direction) again matches the instrument configuration (c).

rejection threshold is therefore adjust-
ed to the signal-to-noise so that the
cosmic-ray rejection is relaxed for in-
creasing signal-to-noise data, converg-
ing to an average extraction scheme
for high signal-to-noise data. Presently,
this method appears to be appropriate
for data with a signal-to-noise per bin
up to fifty. For higher signal-to-noise,
an average extraction is recommended
which is also provided in the data
reduction software.

In the average extraction, the source
is centred on the slit and sky windows
are determined. The object contribution
is summed in the object sub-window,
and the sky contribution is averaged
and subtracted from the object. Data
acquired in image slicer mode are
processed with average extraction and
without sky subtraction.

Both extraction methods, average and
optimal, support the propagation of var-
iance. The initial variance is estimated
on the raw images by a noise model in-
cluding read-out and photon noise. The
variance images are then transformed
together with the data frames on each
processing step. Finally this informa-
tion is used to optimally merge the or-
ders and to deliver error bar estimates
on the result spectrum.

3.3 Standard pipeline processing
and general reduction

The standard pipeline processing of

science data starts with data prepara-
tion: the raw input frames are rotated
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Figure 3: These plots show the FWHM of ThAr lines (left) and the instrument resolution (centre) as a function of the position on the detec -
tor along the X and Y directions, and finally the resolution versus wavelength (upper right) and the distribution of measured lines over the

detector (bottom right).

and in the case of the red mosaic data,
split for each detector. The instrument’s
background light is corrected in two
steps: a master bias frame is subtract-
ed and the inter-order background light
is estimated by a minimum filter. The
optimal extraction provides the object
signal and its variance. The flat-field
correction is performed in the standard
reduction scheme in pixel-order space
on the extracted data. The signal is then
resampled to constant wavelength bins
and the orders are merged into a single
spectrum. The most time-consuming
steps in the science reduction process
are the inter-order background sub-
traction and the optimal extraction of
the spectra. On Paranal, a 4K"~ 2K sci-
ence exposure produced by one red
detector is fully reduced in about six to
twelve minutes depending on the ma-
chine.

In echelle spectroscopy, for a proper
merging of the adjacent orders, a pre-
requisite is the correction of the blaze
function.The UVES pipeline makes
possible to estimate the blaze function
from a spectrophotometry standard or
from a flat-field exposure. The analysis
of standard stars makes use of the tar-
get coordinates to look up in the data-
base the appropriate flux reference
table, reduces the star spectrum and
determines the conversion factor for
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each order. In standard pipeline reduc-
tion, the blaze function is estimated from
a flat-field exposure, which after extrac-
tion, wavelength calibration and smooth-
ing enables merging of adjacent orders
with an accuracy of a few per cent.

The data reduction software and
pipeline procedures are distributed as
a MIDAS context on the 99NOV CD-
ROM. It includes all the pipeline proce-
dures for data reduction and on-line
quality control, documentation, step-by-
step examples and a tutorial demon-
strating the complete calibration and
reduction process for blue arm data.
With this package, any user can inter-
actively reduce the data, changing the
options or the data selection with re-
spect to the observatory pipeline. The
user can interactively produce for all
UVES configurations the calibration so-
lutions necessary to properly reduce
the raw science data.

4. Pipeline Quality Control
Procedures

Almost as important as data reduc-
tion is quality control. A number of pro-
cedures have been written to verify the
instrument performance in terms of sta-
bility, efficiency and resolution. With
format-check exposures a stability
check can be performed. Using the

physical model, the line position on the
actual format-check frame and on a ref-
erence format-check frame are meas-
ured and then the mean and standard
deviation of the relative difference are
determined. This quality control proce-
dure has been particularly important to
track the stability of the spectral for-
mats since the beginning of operations
(Figs. 2, 4).

During wavelength calibration, the
mean, median, and standard deviation
of line FWHM, and of the spectral re-
solving power are monitored as a func-
tion of the position on the detector. The
resolution plot (Fig. 3) shows informa-
tion on the instrument spectral resolu-
tion derived during the process of
wavelength calibration.

On Paranal, the UVES pipeline
records the quality control parameters
in log files. Spectral resolution, instru-
ment stability and efficiency parameters
are tracked and stored together with
environmental parameters measured by
UVES sensors. These log files are ar-
chived for long-term trend analysis, and
parsed for the generation of graphs ac-
cessible within the observatory to the
operations teams. Figure 4 shows the
evolution of the frame shift along the
dispersion as a function of the observ-
ing date. This variation is correlated
with the evolution of the temperature in
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Figure 4: Evolution of the temperature in the instrument enclosure (a) and average shift in
the dispersion direction (b) as a function of time over a period of 2.5 days. The two graphs

show a strong correlation.

the instrument enclosure. The QC logs
provide highly valuable information to
the observatory to monitor the perform-
ance of the instrument and, if neces-
sary, to recover or improve its quality.
The efficiency for each order at the
blaze wavelength is monitored. The
overall efficiency of the observation
system, consisting of the telescope, in-
strument and detector, is determined
as a function of wavelength by reduc-
ing spectrophotometry standards for
which a flux table is available. It de-
livers an efficiency curve which makes
it possible to directly track the reflectiv-
ity of optics coatings
in the different wave-
length domains and
to verify the instru-
ment performance pre-

KUEYEN/UVES trend analysis:

sub-windows, uniformly distributed on
the detector to detect possible edge
contamination. One field is taken as
reference. The relative intensities with
respect to this reference field are
logged for quality control.

5. Quality Checks by QC
Garching

Although planned as an automatic
data reduction ‘machine’, the UVES
pipeline is also used by the Quality
Control (QC) Scientist in Garching in a
semi-interactive way to derive best-

possible calibration solutions and for
reducing science data obtained in
Service Mode. Procedures checking
on the quality of pipeline results are
essential here. They have been de-
veloped as post-pipeline procedures
by the UVES QC Scientist to evaluate
many of the pipeline-generated results.

As an example, Figure 5 shows the
evolution of the spectral format in cross-
dispersion direction (Y) for the blue
(top) and red (bottom) gratings. These
shifts are determined from flat-field ex-
posures against a reference flat frame.
They clearly correlate with UVES tem-
perature. In addition, the May 12, 2000
earthquake has shifted the detector of
the blue arm by more than 10 pixels.

Figure 6 shows a typical example of
how the quality of a reduced (blue)
spectrum is assessed.

1. The central row and column of the
raw exposure are plotted. Here one
can monitor any anomaly of the de-
tector signal, e.g. unusual bias level.

2. A close-up of a central column (ac-
tually of 20 averaged columns)
shows the (instrumental plus object)
profile in cross dispersion direction.
Here the exposure level, the cen-
tring and the sky background are
controlled. These parameters are
essential for assessing the quality of
the optimum extraction.

3. Lower-left diagram: the full spec-
trum (S), its variance (N) and the
signal-to-noise ratio (S/N) are plot-
ted. The extreme left ends of S and
N are shown at two different scales
to fit in the graphic window. These
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Figure 5: Left-hand-side panels: Vertical (cross-dispersion) shifts AY against temperature AT for the blue (top)
and red (bottom) gratings. For four of the 2 x 11 standard settings, AY (blue triangles) and AT (red circles) are
plotted over time to monitor their trending. Right-hand-side panels: A composite diagram includes the two
boxes on the right to visualise the thermal drifts of all gratings. The sudden non-thermal shift by more than
10 pixels on the detector of the blue arm was caused by the May 12, 2000 earthquake.
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Figure 6: QC plot for a blue reduced science frame. See text in Section 5 for details of the plot.

tracings permit an immediate check

on the quality of the extraction.

4. Three spectral windows show en-
larged portions of the full spectrum
to check single bins.

5. Histograms of the raw and the re-
duced data provide further checks
on anomalies.

Finally, three check-boxes (Fig. 6,
upper right) raise alarm flags when
= the temperature difference between

science and ThAr calibration frame is

larger than a threshold value,

= the object is closer than 20% to the
ends of the slit (check on centring).
To the left of the middle check-box is
a sketch of the slit showing the ob-

ject position and the seeing FWHM.
= the signal-to-noise ratio is higher

than a threshold value (then opti-
mum extraction becomes unsafe).

Currently these plots are used to
build up a trending database and to
gain expertise for the quality assess-
ment. It is planned to deliver these
plots to the Service Mode observers.
The UVES results from Quality Con-
trol Garching will be soon made
public on the web (http://www.eso.org/
observing/dfo/quality/).

During the first four months of oper-
ations, from April 1st to July 31st, 2000,
more than 14,000 UVES raw files were
produced representing about 153
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Gbytes of data and including more than
4000 science frames. About half of
these frames have been taken in serv-
ice mode, resulting in 2640 reduced
science spectra and 3852 calibration
files produced with the pipeline.

Conclusion

The UVES pipeline illustrates the in-
creased efficiency and stability to be
gained by the systematic use of instru-
ment models and variance propagation
in the reduction process. The cost of
establishing new calibration solutions
has been dramatically reduced, so that
quick-look data reduction at the tele-
scope is supported for most of the sev-
eral hundreds instrument configura-
tions. The instrument performance is
monitored by comparing the calibration
results with respect to the model and
by measuring the effect of environmen-
tal parameters (temperature, earth-
quakes). All standard configurations of
the instrument are supported in service
mode and data packages are regularly
shipped. A quality control database is
being established for trend analysis.
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