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Graphcore is a UK-based global chip design  company 
established in 2016.

Graphcore has designed the Intelligence Processing 
Unit (IPU) from the ground up considering the 
requirements of Machine Intelligence workloads.

Find out more at www.graphcore.ai
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http://www.graphcore.ai/
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GRAPHCORE’S MISSION

Deliver the world’s best processors

and software tools, to support the next

breakthroughs in machine intelligence,

that will expand human potential.
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HARDWARE CAN BE AN ENABLING OR A LIMITING FACTOR IN THE SUCCESS OF IDEAS



Memory
Bandwidth

Parallelism

THE INTELLIGENCE PROCESSING UNIT (IPU)
WHAT MAKES IT DIFFERENT?
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Model and Data spread across off-chip and small 
on-chip cache and shared memory

Main Model & Data in tightly coupled large 
locally distributed SRAM

SIMD/SIMT architecture. 
Designed for large blocks of 

dense contiguous data

Massively parallel MIMD architecture.
High performance/efficiency 

for future ML trends

Designed for 
scalar processing

Off-chip 
memory

CPU GPU IPU

Memory

Processor

(~65 TB/s for Bow IPU)(2TB/s for A100 HBM)
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INTRODUCING THE BOW IPU 
WORLD’S FIRST 3D WAFER-ON-WAFER PROCESSOR

3D silicon wafer stacked processor

350 TeraFLOPS AI compute

Optimized silicon power delivery

0.9 GigaByte In-Processor-Memory @ 65TB/s

1,472 independent processor cores

8,832 independent parallel programs

10x IPU-Links™ delivering 320GB/s

GRAPHCORE
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IPU vs GPU MICROARCHITECTURE

GRAPHCORE

Feature Bow IPU A100 GPU

FP16/ FP32 Flops 350 / 87 TFlops 312 / 156 TFlops

Independent Threads
(IIS: Independent Instruction Stream)

1472 (tiles) x 6 (threads) = 8832 IIS 108 (SMs) x 64 (warps) = 6912 IIS

SRAM per core 624KiB (per tile) 192KiB (up to 164KiB shared) (per SM)

“Contention free” single-cycle-access 
memory (SRAM/registers) per IIS 624/6 = 104 KiB 192/64 + 256/64 = 7 KiB

SIMD vector width per IIS
(Lower is better, easier to keep filled)

2 (float32)
4 (float16)

32 (float32)
64 (float16)

Integer
Non-vectorized (but can be dual issued 
with vector float ops).

Vectorized with above width (but no 
dual issue).

HW RNG
Yes, based on xoroshiro
(enables HW stochastic rounding)

No (but maybe not a bottleneck in 
most applications?)
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IPU unique MICROARCHITECTURE

GRAPHCORE
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Intelligence Processing 
Unit (IPU)

Competitor to NVIDIA A100/H100
▪ Similar FLOPs, but lots more SRAM/thread

Better perf/$ for most ML workloads
▪ IPUs don’t rely on expensive HBM logic and 

sub-7nm manufacturing processes.

Much better for “interesting” workloads
▪ Graph Neural Networks
▪ Sparse models
▪ Hybrid ML/HPC workloads

Available in cloud or on prem
▪ 6000 in data centers worldwide
▪ Try for free on DigitalOcean Paperspace
▪ Program in PyTorch, TF, JAX, or low-level C++

GRAPHCORE
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Advanced silicon wafer stacking technology 
co-developed between Graphcore and 
TSMC

World’s first commercial deployment using 
TSMC SoIC-WoW™ technology in Bow IPU

Enabling technology for closely coupled 
power delivery die to maximize application 
performance 

BOW IPU: 3D WAFER-ON-WAFER PROCESSOR

+

GRAPHCORE



Performance per Watt

~66%/year

<10%/year?

End of Dennard 
scaling at 90nm
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~18%/year Constant 
voltage era

Ops per Joule 
normalized

~year of 
mass product

GRAPHCORE
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TAMINGVDD

logic die 
Csw<1uF

DTC die
~750uF

Heatsink side

Bump side

DRAM-type
deep trench
capacitors

Wafer-scale 
hybrid bond

Graphcore Colossus Mk2w:

• First Wafer-on-Wafer (WoW) 3D logic chip

• 1.4x speed at same energy/op

Vdd at die without/with DTC; 25MHz 50/50 min/max activity virus

GRAPHCORE
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GRAPHCORECOLOSSUSMK2 IPU

• Full-reticle N7, 14 metals, 59bn transistors

• 1472 processors (MIMD)

• 350Tflop/s fp16, 87Tflop/s fp32

• 897MiB distributed SRAM @ 65TB/s

• 11TB/s crossbar inter-tile interconnect

• 10x 16GB/s inter-chip links, 2x 16GB/s PCIe

Tile

Exchange

Link

GRAPHCORE



BOW IPU



BOW-2000 IPU MACHINE

BOW IPU-2000

IPU-Links

IPU-GW Links

IPU Gateway100GbE 
for host 
connectivity
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Disaggregated AI/ML accelerator platform
 
Excellent performance & TCO leveraging                      In-
Processor memory & IPU-Exchange

IPU-Links scale to Bow Pod64

Expansion to Bow Pod256 and beyond 
with IPU-GW Links

Bow 
IPUs

1U blade form factor delivering 1.4 PetaFLOPS AI Compute 
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11000GB/s all-all

IPU-Tile 
236GFLOPS(F16) 

640KB SRAM
 6 HW Threads 1.83GHz

128 F16Ops/Cycle

BOW IPU
350TFLOPS(F16) 

900MB SRAM
1472 IPU-Tiles

8832 independent 
instruction streams

17

HOW IPU WORKS

CHIP-LEVEL

GRAPHCORE
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11000GB/s all-all

IPU-Tile 
236GFLOPS(F16) 

640KB SRAM
 6 HW Threads 1.83GHz

128 F16Ops/Cycle

BOW IPU
350TFLOPS(F16) 

900MB SRAM
1472 IPU-Tiles

8832 independent 
instruction streams

BOW-2000 IPU-Machine
4x IPU

256 GB DRAM

18

HOW IPU WORKS

POD-LEVEL

320 GB/s chip-to-chip bandwidth

GRAPHCORE
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11000GB/s all-all

IPU-Tile 
236GFLOPS(F16) 

640KB SRAM
 6 HW Threads 1.83GHz

128 F16Ops/Cycle

BOW IPU
350TFLOPS(F16) 

900MB SRAM
1472 IPU-Tiles

8832 independent 
instruction streams

BOW-2000 IPU-Machine
4x IPU

256 GB DRAM
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HOW IPU WORKS

SYSTEM-LEVEL

320 GB/s chip-to-chip bandwidth

GRAPHCORE
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20

5.6 PetaFLOPS

14.7 GB

256 GB

1

POD16

89.6 PetaFLOPS

235.5 GB

4096 GB

4-16

POD256POD64

22.4 PetaFLOPS

58.9 GB

1024 GB

1-4

HOW IPU WORKS

SCALING THE SYSTEM

COMPUTE:

ON-CHIP CACHE:

OFF-CHIP MEMORY:

CPU SERVERS:

GRAPHCORE



21

XLA/MLIR Compute Graph 
~ 1K nodes, O(GB) tensors

Poplar Vertex Graph
~ 1M nodes

O(KB) tensors

PyTorch/JAX Model Code
~100 lines

LLVM->Object code: 1472∗D ELFs

PROGRAMMING THE IPU
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▪ Bulk synchronous parallel (BSP) algorithms proceed in a 
series of global supersteps, which consist of concurrent 
computation, communication, and barrier synchronization.

▪ The BSP model is well-suited for automatic memory 
management for distributed-memory computing:

▪ decomposition of the problem into parallel jobs

▪ allows every participating processor to perform local 
computations asynchronously

▪ this strategy can lead to almost perfect load balancing, 
both of work and communication

▪ Grouped synchronous parallel means different subsets of 
tiles can participate in each sync

HOW IPU WORKS

GROUP SYNCHRONOUS PARALLEL (GSP)

Time

1
4

7
2

 T
ile

s

Sync ComputeExchange Wait
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POPLARTM POPVISION TOOLS

25

POPVISIONTM TOOLS

GRAPH ANALYSER
Useful for analysing and optimising the memory use and execution 
performance of ML models on the IPU

SYSTEM ANALYSER
Graphical view of the timeline of host-side application execution 
steps 

“Our team was very impressed by the care and effort Graphcore has clearly put into the PopVision graph and system analysers. It’s hard to 
imagine getting such a helpful and comprehensive profiling of the code elsewhere, so this was really a standout feature in our IPU 
experience.”

Dominique Beaini, Valence Discovery, a leader in AI-first drug design
GRAPHCORE
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▪ Makes best use of HW

▪ Increasingly widely used in ML

▪ XLA in TensorFlow and Jax

▪ PyTorch 2.0 introduction of torch.compile()

▪ Knowing the whole computational graph allows performing advanced code optimisations

▪ On the IPUs, tile-level code can be determined at the runtime, based on the input data. 
However, communication between tiles needs to be compiled ahead of time. 
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HOW IPU WORKS

AHEAD OF TIME COMPILATION

GRAPHCORE
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▪ PopSparse API

▪ provides support for unstructured (b=1) 
and structured (b>1) sparsity

▪ benchmark for sparse-dense matmul
either static or dynamic

27

HOW IPU WORKS

      SPARSITY

[2023] Li, Zhiyi, et al. "PopSparse: Accelerated Block Sparse Matrix Multiplication 
on IPU.” https://arxiv.org/abs/2303.16999

GRAPHCORE

https://arxiv.org/abs/2303.16999
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KERNEL POWER

2
9

memory
+

transport

float 
datapath

nop 
loop

Convolution dynamic power measured at the die level with synthetic data

• Real application data is typically 1/3~1/2 less energetic.

• Power-optimized Mk2 die with wafer-on-wafer DTC decoupler.

Multiply
Accumulate

pJ/flop
Datapath Memory

f16
f32 f16 1.0

f32 f32 1.3

f32 f32 f32 2.5

GRAPHCORE
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FLOAT8

Noune et al. 2022, “8-bit Numerical Formats for Deep Neural Networks”, arXiv:2206.02915

1.4.3 “af8” : 4b exponent, 4b precision

For weights and activations; best accuracy

1.5.2 “bf8” : 5b exponent, 3b precision 

For gradients; best stability

weights 
(activations similar)

gradA 
(gradW similar)

IEEE Standards WG P3109

• ~50% of fp16 energy/flop

• Works for training with managed scaling

• More accurate for inference than int8

GRAPHCORE
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NVIDIA Maxwell 6.6Tflop32/s in 2014 to Hopper 2000Tflop8/s in 2023

1.4x from re-tuning graphics architecture to AI.

1.7x clock speed,

but 2.8x power.

8x transistor density, 

from 28nm to 5nm.

16x from matrix multipliers and 

smaller floats, fp32 to fp8.

~300X PEAK GPU ARITHMETIC IN THE FIRST AI DECADE

GRAPHCORE
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THE NEXT DECADE?

More from AI-specific architectures

1.4x from re-tuning graphics architecture to AI.

1.7x clock speed,

but 2.8x power.

8x transistor density, 

from 28nm to 5nm.

16x from matrix multipliers and 

smaller floats, fp32 to fp8.

Done?

Another 2-3x?

Another 2x, at 3x power?

GRAPHCORE
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AI ALGORITHMS - STATE OF PLAY

• Dense neural networks are pervasive.

• Useful, efficient models of O(100m - 100bn) weights.

• Training compute ~ O(100 • weights2) … Eflop - Yflop

• Inference compute ~ O(100 • weights) … Gflops - Tflops

• All signs point to bigger models being more capable

33

GRAPHCORE
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ALGORITHM IMPERATIVE: USE FEWER FLOPS, MORE
INFORMATION

• Routing aka Conditional Sparsity … like a brain
• Retrieval Augmentation … like a human + www

34

GRAPHCORE



35

MODEL SCALE BREAKTHROUGHS

3
5

Deep learning

Cost of data

Cost of compute

O(100G) params

Unsupervised learning

Routing networks

Retrieval augmentation

O(100M) params

O(100T) params?

Cost of memory

GRAPHCORE



AI ACCELERATORSWILL
NEED MORE (CHEAP,FAST)

MEMORY
SoTA per reticle-sized logic die:

GB GB/s pJ/B normalized
$cost/B

SRAM over 50% die 1 >> 50,000 << 1 1

6x HBM3-4800 on silicon
substrate

96 3000 40 4

16x LPDDR5-6400 on organic
substrate

512 800 50 1

12x DDR5-5600 on 128GB
DIMMs

1536 500 300 1.25

…all +0.5pJ/B/mm on die (max 30pJ/B for half-perimeter)

GRAPHCORE
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GRAPHCORE



ROADMAP TO ULTRA-INTELLIGENCE AI

Human brain has around 100 billion neurons

With 100Tn+ synapses, equivalent to parameters in an AI model

Current largest AI models are around 1Tn parameters

Graphcore is developing an Ultra-Intelligence Machine 
that will surpass the parametric capacity of the brain
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• Silicon is approaching “constant energy per op”.

• Information capacity ultimately determines the 

potency of an AI, given sufficient training.

• AI computing will be limited by power and memory.

• “Human scale” AI is feasible.

• AI algorithm innovation needs to focus more on 

memory, less on flops.

REMEMBER THIS:

GRAPHCORE

Deep learning

Cost of data

Cost of compute

O(100G) params

Unsupervised learning

Routing networks

Retrieval augmentation

O(100M) params

O(100T) params?

1000x

1000x

Cost of memory
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• The AI and HPC research community, OBSPM 
and KAUST obtained between x20 and x150 perf 
improvement

• Memory needs have to be harnessed in order to 
regain acquisition and operating cost control is key

• IPU could well be the new golden age of compute 
and this is designed in Europe !

FEW TAKEAWAYS:

GRAPHCORE

Deep learning

Cost of data

Cost of compute

O(100G) params

Unsupervised learning

Routing networks

Retrieval augmentation

O(100M) params

O(100T) params?

1000x

1000x

Cost of memory

https://cemse.kaust.edu.sa/hicma/news/steering-customized-ai-architectures-hpc-scientific-workloads-bird-feather-sc22
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POPLARTM COMPUTE GRAPH VISUALISATION 

41

Very AI Large-Models:
  - Muti-trillion parameter model training and inference
  - Next-generation, large, conditional and sparse models

AI in Science and Industry 
  - Healthcare: Genomics | Proteomics | Analysis
  - AI-HPC: Simulation | Modeling
  - Autonomous systems
  - Materials Science | Manufacturing
  - Environment: Weather prediction | Smart city

AI in Business 
 - Language understanding | Process automation | Bots
 - Advanced big-data graph analytics and graph databases
 - Next generation Recommenders

APPLICATIONS



ACCESS IPUs IN THE CLOUD



IPU CLOUD SERVICE

On-Demand 
IPU Cloud Infrastructure

Scalable, Flexible, Convenient

Europe focus initially

GET UP & RUNNING ON IPUS RIGHT AWAY

AI COMPUTE ON DEMAND

IMPROVE INNOVATION WITH FASTER & LOWER COST 
TO TRAIN FOR:
      - NLP, CV & GRAPH ML MODELS

EXTENSIVE RANGE OF ML MODELS READY TO RUN 
ON IPU

IPU-POD AND BOW POD PLATFORMS AVAILABLE 
FROM POD4 THROUGH TO LARGER SYSTEMS

GRAPHCORE



PROVEN IPU ADVANTAGE 
IN CASE STUDIES ACROSS MANY INDUSTRIES

graphcore.ai/resources/model-garden↗
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🏆
FINANCE

OPTION PRICING

SMART CITY
OBJECT DETECTION

AI SAAS
TEXT ANALYTICS

RESEARCH
COMPUTATIONAL CHEMISTRY

RESEARCH
AI + HPC

RESEARCH
WEATHER FORECASTING

SOCIAL MEDIA
DYNAMIC GRAPHS

FINANCE
IMAGE CLASSIFICATION

DRUG DISCOVERY
DISCRIMINATIVE NLP

blog

DEFENSE
DECISION MAKING

blog paper code blog

blog blog blog

blog blog blog code blog

GRAPHCORE

https://www.graphcore.ai/resources/model-garden
https://www.graphcore.ai/posts/labgenius-speeds-up-ai-based-drug-discovery-with-graphcore-ipus
https://www.graphcore.ai/posts/labgenius-speeds-up-ai-based-drug-discovery-with-graphcore-ipus
https://www.graphcore.ai/posts/graphcore-turbocharges-multi-horizon-financial-forecasting-for-oxford-man-institute
https://www.graphcore.ai/posts/graphcore-turbocharges-multi-horizon-financial-forecasting-for-oxford-man-institute
https://arxiv.org/abs/2105.10430
https://arxiv.org/abs/2105.10430
https://github.com/zcakhaa/Multi-Horizon-Forecasting-for-Limit-Order-Books
https://github.com/zcakhaa/Multi-Horizon-Forecasting-for-Limit-Order-Books
https://www.graphcore.ai/posts/graphcore-pienso-partnership-wins-cogx-best-innovation-nlp-award
https://www.graphcore.ai/posts/graphcore-pienso-partnership-wins-cogx-best-innovation-nlp-award
https://www.graphcore.ai/posts/sensoro-chooses-graphcore-ipu-ai-for-safer-greener-towns-and-cities
https://www.graphcore.ai/posts/sensoro-chooses-graphcore-ipu-ai-for-safer-greener-towns-and-cities
https://www.graphcore.ai/posts/insuring-success-tractable-accelerates-accident-and-disaster-recovery-with-graphcore-ipu
https://www.graphcore.ai/posts/insuring-success-tractable-accelerates-accident-and-disaster-recovery-with-graphcore-ipu
https://www.graphcore.ai/posts/graphcore-ipus-adopted-in-argonne-national-labs-ai-testbed
https://www.graphcore.ai/posts/graphcore-ipus-adopted-in-argonne-national-labs-ai-testbed
https://www.graphcore.ai/posts/climate-change-foreseeing-the-unexpected-with-graphcore-ipus
https://www.graphcore.ai/posts/climate-change-foreseeing-the-unexpected-with-graphcore-ipus
https://www.graphcore.ai/posts/hadean-turns-to-ipu-to-develop-uk-sovereign-ai-capabilities-for-national-security
https://www.graphcore.ai/posts/hadean-turns-to-ipu-to-develop-uk-sovereign-ai-capabilities-for-national-security
https://towardsdatascience.com/accelerating-and-scaling-temporal-graph-networks-on-the-graphcore-ipu-c15ac309b765
https://towardsdatascience.com/accelerating-and-scaling-temporal-graph-networks-on-the-graphcore-ipu-c15ac309b765
https://console.paperspace.com/github/graphcore/Gradient-Pytorch-Geometric?machine=Free-IPU-POD4&container=graphcore/pytorch-geometric-paperspace%3A3.3.0-ubuntu-20.04-20230703&file=link-prediction%2Ftemporal-graph-networks%2FTrain_TGN.ipynb
https://console.paperspace.com/github/graphcore/Gradient-Pytorch-Geometric?machine=Free-IPU-POD4&container=graphcore/pytorch-geometric-paperspace%3A3.3.0-ubuntu-20.04-20230703&file=link-prediction%2Ftemporal-graph-networks%2FTrain_TGN.ipynb
https://www.graphcore.ai/posts/graphcore-helps-pnnl-accelerate-3d-molecular-modelling-with-gnns
https://www.graphcore.ai/posts/graphcore-helps-pnnl-accelerate-3d-molecular-modelling-with-gnns


THANK YOU

Contact us
Gautier Soubrane gautiers@Graphcore.ai

GRAPHCORE

mailto:gautiers@Graphcore.ai


RECENT ANNOUNCEMENTS & CUSTOMER CASE 
STUDIES
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COMPUTATIONAL
CHEMISTRY

paper
PySCFIPU

library

KNOWLEDGE GRAPHS

1st place
OGB-LSC

link prediction

🏆

paper blog

TGN model

BESS-KGE
library

NBFNet
model

1st place
OGB-LSC
quantum property prediction

MOLECULAR MACHINE 
LEARNING

🏆

GPS++
model

SchNet 
model

paper blog

PopTorch 
Geometric

PROVEN IPU ADVANTAGE 
IN LIFE SCIENCES

https://syns-ml.github.io/2023/assets/papers/17.pdf
https://syns-ml.github.io/2023/assets/papers/17.pdf
https://github.com/graphcore-research/pyscf-ipu
https://github.com/graphcore-research/pyscf-ipu
https://github.com/graphcore-research/pyscf-ipu
https://arxiv.org/abs/2211.12281
https://arxiv.org/abs/2211.12281
https://towardsdatascience.com/accelerating-and-scaling-temporal-graph-networks-on-the-graphcore-ipu-c15ac309b765
https://towardsdatascience.com/accelerating-and-scaling-temporal-graph-networks-on-the-graphcore-ipu-c15ac309b765
https://ipu.dev/jffnhe
https://ipu.dev/jffnhe
https://github.com/graphcore-research/bess-kge
https://github.com/graphcore-research/bess-kge
https://github.com/graphcore-research/bess-kge
https://ipu.dev/EzpMQD
https://ipu.dev/EzpMQD
https://ipu.dev/EzpMQD
https://ipu.dev/3GxXZpe
https://ipu.dev/3GxXZpe
https://ipu.dev/3GxXZpe
https://ipu.dev/zUl8uW
https://ipu.dev/zUl8uW
https://ipu.dev/zUl8uW
https://arxiv.org/abs/2302.02947
https://arxiv.org/abs/2302.02947
https://www.graphcore.ai/posts/graphcore-claims-double-win-in-open-graph-benchmark-challenge
https://www.graphcore.ai/posts/graphcore-claims-double-win-in-open-graph-benchmark-challenge
https://www.graphcore.ai/posts/accelerating-pyg-on-ipus-unleash-the-power-of-graph-neural-networks
https://www.graphcore.ai/posts/accelerating-pyg-on-ipus-unleash-the-power-of-graph-neural-networks
https://www.graphcore.ai/posts/accelerating-pyg-on-ipus-unleash-the-power-of-graph-neural-networks
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APPLICATIONS

LARGE LANGUAGE MODELS

run inferenceread a blog run inferenceread a blog

run fine-tuningread a blogrun text-generationread a blog run fine-tuning

https://gcore.com/cloud/ai-platform
https://ipu.dev/zU5z55
https://gcore.com/cloud/ai-platform
https://www.graphcore.ai/posts/llama2-run-metas-open-source-large-language-model-for-free-on-ipus
https://gcore.com/cloud/ai-platform
https://ipu.dev/YsDc00
https://gcore.com/cloud/ai-platform
https://www.graphcore.ai/posts/oasst1-fine-tuned-pythia-12b-chatbot-open-source-chatgpt-alternative
https://gcore.com/cloud/ai-platform
https://ipu.dev/JKcoSs
https://gcore.com/cloud/ai-platform
https://www.graphcore.ai/posts/fine-tuning-flan-t5-xxl-the-poweful-and-efficient-llm
https://gcore.com/cloud/ai-platform
https://ipu.dev/YulO7j
https://gcore.com/cloud/ai-platform
https://www.graphcore.ai/posts/fine-tuned-gpt-j-a-cost-effective-alternative-to-gpt-4-for-nlp-tasks
https://gcore.com/cloud/ai-platform
https://ipu.dev/0uiXjd


▪ The PCQM4Mv2 track

▪ A quantum chemistry dataset generated by 

computationally expensive molecular simulation in 

~hours/molecule.

▪ The task is to predict the HOMO-LUMO gap of a given 

molecule.

▪ The metric used is MAE (Mean Absolute Error) .

49

APPLICATIONS

MOLECULAR PROPERTY PREDICTION



▪ GPS++

▪ An optimised hybrid of MPNN and Transformer for molecular property prediction.

▪ Builds on top of General, Powerful, Scalable Graph Transformer (GPS) framework (Rampášek et al. 

2022).

▪ 44M parameters in total.

50

APPLICATIONS

MOLECULAR PROPERTY PREDICTION

Inference GPS++

Training GPS++

github.com/graphcore/ogb-lsc-pcqm4mv2

https://console.paperspace.com/github/graphcore/Gradient-Tensorflow2?machine=Free-IPU-POD4&container=graphcore/tensorflow-paperspace%3A3.3.0-ubuntu-20.04-20230703&file=ogb-competition%2Fgps%2B%2B_inference.ipynb
https://console.paperspace.com/github/graphcore/Gradient-Tensorflow2?machine=Free-IPU-POD4&container=graphcore/tensorflow-paperspace%3A3.3.0-ubuntu-20.04-20230703&file=ogb-competition%2Fgps%2B%2B_training.ipynb
https://github.com/graphcore/poptorch
https://github.com/graphcore/ogb-lsc-pcqm4mv2


▪ SchNet – a GNN model for modelling quantum 
interactions.

▪ A collaboration with Pacific Northwest National 
Laboratory (PNNL), Department of Energy in the US, 
on improving the performance of the model.

51 APPLICATIONS

     MOLECULAR PROPERTY
     PREDICTION

Molecular property prediction 

using SchNet 

github.com/graphcore/examples/gnn/schnet

https://console.paperspace.com/github/graphcore/Gradient-Pytorch-Geometric?machine=Free-IPU-POD4&container=graphcore/pytorch-geometric-paperspace%3A3.3.0-ubuntu-20.04-20230703&file=graph-prediction%2Fschnet-molecular-prediction%2Fschnet_training.ipynb
https://github.com/graphcore/poptorch
https://github.com/graphcore/ogb-lsc-pcqm4mv2
https://github.com/graphcore/examples/tree/master/gnn/schnet/pytorch_geometric


GRAPHCORE

Argonne National Laboratory is adding the latest-generation Bow IPU 
system to its AI testbed which is enabling pioneering research at the 
intersection of AI, HPC, and big data, including studies involving climate 
predictions, drug discovery, and the analysis of large-scale experimental 
datasets. 

“Novel processor architectures like the IPU are facilitating and 
accelerating new AI techniques and model types. We are excited to work 
with the research community on ALCF’s latest Bow Pod system to 
advance AI for science,” 

Venkatram Vishwanath, Data Science Team Lead – ALCF

SC22 paper presentation by Argonne covering scientific ML applications 
(BraggNN & Candle UNO) running on previous generation IPU

 

ARGONNE ADDS BOW POD SYSTEM TO LEADERSHIP
COMPUTING FACILITY (ALCF) AI TESTBED



GRAPHCORE

ALEPH ALPHA CHATBOT SPARSIFIED 
& RUNNING ON THE GRAPHCORE IPU



GRAPHCORE

“Abstract—We compare the ML-training performance of a
Graphcore IPU-M2000-based system with Nvidia A100 GPU based 
system on the Perlmutter HPC machine at NERSC/LBL….”
…

“Finally, we compared the energy consumption and observed
that IPUs used 2.5 to 3 times less energy while accomplishing
the same amount of compute work.” 

 

LAWRENCE BERKELEY NATIONAL LABORATORY (LBNL) PAPER 
PUBLISHED & PRESENTED AT SC22
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