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Legal Disclaimer & Optimization Notice

Optimization Notice

Intel’s compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel microprocessors. 
These optimizations include SSE2, SSE3, and SSSE3 instruction sets and other optimizations. Intel does not guarantee the availability, functionality, or 
effectiveness of any optimization on microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this product are intended for 
use with Intel microprocessors. Certain optimizations not specific to Intel microarchitecture are reserved for Intel microprocessors. Please refer to the 
applicable product User and Reference Guides for more information regarding the specific instruction sets covered by this notice. 
Notice revision #20110804
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Performance results are based on testing as of September 2018 and may not reflect all publicly available security updates. See configuration disclosure for 
details. No product can be absolutely secure. 

Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Performance tests, such as 
SYSmark and MobileMark, are measured using specific computer systems, components, software, operations and functions. Any change to any of those factors 
may cause the results to vary. You should consult other information and performance tests to assist you in fully evaluating your contemplated purchases, 
including the performance of that product when combined with other products.  For more complete information visit www.intel.com/benchmarks.  

INFORMATION IN THIS DOCUMENT IS PROVIDED “AS IS”. NO LICENSE, EXPRESS OR IMPLIED, BY ESTOPPEL OR OTHERWISE, TO ANY INTELLECTUAL 
PROPERTY RIGHTS IS GRANTED BY THIS DOCUMENT. INTEL ASSUMES NO LIABILITY WHATSOEVER AND INTEL DISCLAIMS ANY EXPRESS OR IMPLIED
WARRANTY, RELATING TO THIS INFORMATION INCLUDING LIABILITY OR WARRANTIES RELATING TO FITNESS FOR A PARTICULAR PURPOSE, 
MERCHANTABILITY, OR INFRINGEMENT OF ANY PATENT, COPYRIGHT OR OTHER INTELLECTUAL PROPERTY RIGHT.

Copyright © 2019, Intel Corporation. All rights reserved. Intel, the Intel logo, Pentium, Xeon, Core, VTune, OpenVINO, Cilk, are trademarks of Intel Corporation 
or its subsidiaries in the U.S. and other countries.
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This document contains information on products, services and/or processes in development. All information provided here is subject to change without 
notice. Contact your Intel representative to obtain the latest forecast, schedule, specifications and roadmaps.

Intel technologies’ features and benefits depend on system configuration and may require enabled hardware, software or service activation. Learn more at 
intel.com, or from the OEM or retailer. No computer system can be absolutely secure. 

Tests document performance of components on a particular test, in specific systems. Differences in hardware, software, or configuration will affect actual 
performance. Consult other sources of information to evaluate performance as you consider your purchase. For more complete information about 
performance and benchmark results, visit http://www.intel.com/performance.

Cost reduction scenarios described are intended as examples of how a given Intel-based product, in the specified circumstances and configurations, may 
affect future costs and provide cost savings. Circumstances will vary. Intel does not guarantee any costs or cost reduction.

Statements in this document that refer to Intel’s plans and expectations for the quarter, the year, and the future, are forward-looking statements that 
involve a number of risks and uncertainties. A detailed discussion of the factors that could affect Intel’s results and plans is included in Intel’s SEC filings, 
including the annual report on Form 10-K.

The products described may contain design defects or errors known as errata which may cause the product to deviate from published specifications. 
Current characterized errata are available on request.  

No license (express or implied, by estoppel or otherwise) to any intellectual property rights is granted by this document.

Intel does not control or audit third-party benchmark data or the web sites referenced in this document. You should visit the referenced web site and 
confirm whether referenced data are accurate. 

Intel, the Intel logo, Pentium, Celeron, Atom, Core, Xeon, Movidius and others are trademarks of Intel Corporation in the U.S. and/or other countries. 
*Other names and brands may be claimed as the property of others. 

© 2019 Intel Corporation. 

Legal notices & disclaimers
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Outline

▪ Introduction to Intel® DL Boost

▪ Intel® AI optimized frameworks

▪ Integration with the popular AI/ML frameworks:

▪ Tensorflow accelerated with Intel® MKL-DNN

▪ Intel® Machine Learning Scaling Library

▪ Horovod

▪ Hands-on

https://software.intel.com/en-us/articles/optimization-notice/
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No one size fits all approach to AI

What is AI?

Deep 
learning

Machine
learning

AI Supervised 
Learning

Reinforcement 
Learning

unSupervised
Learning

Regression

Classification

Clustering

Decision Trees

Data Generation

Image Processing

Speech Processing

Natural Language Processing

Recommender Systems

Adversarial Networks

Reinforcement Learning

https://software.intel.com/en-us/articles/optimization-notice/
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Machine vs. Deep learning
Machine 
Learning 

How do you 
engineer the best 

features?

𝑁 × 𝑁

Arjun

NEURAL NETWORK

𝒇𝟏, 𝒇𝟐, … , 𝒇𝑲
Roundness of face
Dist between eyes
Nose width
Eye socket depth
Cheek bone structure
Jaw line length
…etc.

CLASSIFIER
ALGORITHM

SVM
Random Forest
Naïve Bayes
Decision Trees
Logistic Regression
Ensemble methods

𝑁 × 𝑁

Arjun

Deep 
Learning

How do you guide 
the model to find 
the best features?

https://software.intel.com/en-us/articles/optimization-notice/
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Framework

Open-source software 
environments that facilitate deep 
learning model development & 

deployment through built-in 
components and the ability to 

customize code

Topology

Wide variety of algorithms 
modeled loosely after the human 
brain that use neural networks to 

recognize complex patterns in 
data that are otherwise difficult to 

reverse engineer

Library

Hardware-optimized 
mathematical and other 

primitive functions that are 
commonly used in machine & 

deep learning algorithms, 
topologies & frameworks

Intel® 
Distribution 
for Python

Pandas

NumPy

Scikit-Learn
Spark MlLib

Mahout

MKL-DNN
DAAL

Deep learning glossary

Translating common deep learning terminology

https://software.intel.com/en-us/articles/optimization-notice/
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0%

8%

15%

23%

30%

Human 

2010 Present

Image recognition

0%

8%

15%

23%

30%

2000 Present

Speech recognition
E

rr
o

r

E
rr

o
r

Human 

97% 
person 99%

“play 
song”

Source: ILSVRC ImageNet winning entry classification error rate each year 2010-2016 (Left), https://www.microsoft.com/en-us/research/blog/microsoft-researchers-achieve-new-conversational-speech-recognition-milestone/ (Right)

Deep learning breakthroughs
Machines able to meet or exceed human image & speech recognition

Tumor 
Detection

Document
Sorting

Oil & Gas 
search

Voice
Assistant

Defect
detection

Genome 
sequencing

e.g.

https://software.intel.com/en-us/articles/optimization-notice/
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Lots of 
labeled data!

Training

Inference

Forward

Backward

Model weights

Forward
“Bicycle”?

“Strawberry”

“Bicycle”?

Error

Human
Bicycle

Strawberry

??????

Deep learning Basics

Data set size

A
cc

u
ra

cy

Did you know?
Training with a large 

data set AND deep (many 
layered) neural network 

often leads to the highest 
accuracy inference

10
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Speed up development

TOOLKITS
App
developers

libraries
Data 
scientists

Kernels
Library 
developers

Open source platform for building E2E Analytics & 
AI applications on Apache Spark* with distributed 

TensorFlow*, Keras*, BigDL

Deep learning inference deployment 
on CPU/GPU/FPGA/VPU for Caffe*, 

TensorFlow*, MXNet*, ONNX*, Kaldi*

Open source, scalable, and 
extensible distributed deep learning 
platform built on Kubernetes (BETA)

Intel-optimized Frameworks
And more framework 

optimizations underway 
including PaddlePaddle*, 
Chainer*, CNTK* & others

Python R Distributed
• Scikit-

learn
• Pandas
• NumPy

• Cart
• Random

Forest
• e1071

• MlLib (on Spark)
• Mahout

Intel® 
Distribution 
for Python*

Intel® Data Analytics 
Acceleration Library 

(DAAL) 
Intel distribution 

optimized for 
machine learning

High performance machine 
learning & data analytics 

library

Open source compiler for deep learning model 
computations optimized for multiple devices (CPU, GPU, 

NNP) from multiple frameworks (TF, MXNet, ONNX)

Intel® Math Kernel 
Library for Deep Neural 
Networks (MKL-DNN)
Open source DNN functions for 

CPU / integrated graphics

Machine learning Deep learning

*

*

*

*

*

using open AI software

Visit:
www.intel.ai/technology

https://software.intel.com/en-us/articles/optimization-notice/
https://www.intel.ai/framework-optimizations/
http://www.scikit-learn.org/
http://pandas.pydata.org/
http://www.numpy.org/
https://cran.r-project.org/web/views/MachineLearning.html
https://cran.r-project.org/web/packages/randomForest/
https://cran.r-project.org/package=e1071
https://spark.apache.org/mllib/
https://mahout.apache.org/
http://www.intel.ai/technology
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Fast Evolution of AI Capability on Intel® Xeon® Platform
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E5 V3 E5 V4 SP
(Scalable Processor)

E.g. Gold 8180
Gold 5117
Silver 4110

Haswell (HSX) Broadwell (BDX) Skylake (SKX) Cascade Lake (CLX)

2015 2016 2017 2019

PurleyGrantley

SP
(Scalable Processor)

E.g. Gold 8280
Gold 5218

Intel® AVX2
(256 bit)

Intel® AVX512
(512 bit)

FP32, INT8, …

Intel® AVX512 VNNI
(512 bit)

FP32, VNNI INT8, …

Intel®
Deep Learning 

Boost



This is hpc on intel

Intel® Deep Learning Boost is a new set of AVX-512 

instructions designed to deliver significant, 

more efficient Deep Learning (Inference) acceleration on 
second generation Intel® Xeon® Scalable processor

(codename “Cascade Lake”)

14



This is hpc on intel

Deep Learning Foundations

• Matrix Multiplies are the foundation of many DL applications

• Multiply a row*column values, accumulate into a single value

• Traditional HPC and many AI training workloads use floating point

• Massive dynamic range of values (FP32 goes up to ~2^128)

• Why INT8 for Inference?

• More power efficient per operation due to smaller multiplies

• Reduces pressure on cache and memory subsystem

• Precision and dynamic range sufficient for many models

• What’s different about INT8?

• Much smaller dynamic range than FP32: 256 values
• Requires accumulation into INT32 to avoid overflow 

(FP handles this “for free” w/ large dynamic range)

15

A [int8]

B
[int8]

C[int32]

Matrix Multiply
A x B = C
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CONVOLUTION = Multiply – ADD op.



This is hpc on intel

• Data types for different phases of deep learning

• Training: fp32, fp16, bfloat16, …

• Inference: fp32, fp16, int8, …

• int8 vs fp32

• Better performance (instruction throughput)

• Low memory consumption (high bandwidth, better cache usage)

• Acceptable accuracy loss

Reduced precision for inference

17

INT8 has significantly lower precision and dynamic range than FP32
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What is Vector Neural Network Instructions (VNNI)

18

• U8 & S8 -> S32 MAC

Legend

int8/uint8

int16

int32

+

* * * *

+

1 1

* *

+

+

VPMADDUBSW

VPMADDWD

VPADDD

AVX-512_BW(Xeon Skylake) 

+

* * * *
VPDPBUSD

VNNI(Xeon CascadeLake)

3x

VNNI can boost INT8 MAC from 1.33x of FP32 with AVX-512_BW to 4x of FP32 while iso-frequency. 
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vpmadd231ps
OUTPUT 

FP32

INPUT 
FP32

INPUT 
FP32

vpmaddubsw
OUTPUT 

INT16

CONSTANT 
INT16

vpmaddwd
OUTPUT 

INT32

Accumulate 
INT32

vpaddd OUTPUT 
INT32

INPUT 
INT8

INPUT 
INT8

1st gen Intel® Xeon® 
Scalable processor 

without Intel® DL Boost

1st gen Intel® Xeon® 
Scalable processor 

without Intel® DL Boost

2nd gen Intel® Xeon® 
Scalable processor 

with Intel® DL Boost

Port0 Port5

…. ….

FMA FMA

Microarchitecture view

In a given clock cycle

VNNI VNNI

FP32

INT8

INT8
VNNI

NEW

vpdpbusd
OUTPUT 

INT32

INPUT 
INT8

INPUT 
INT8

Accumulate 
INT32

Intel® Deep Learning Boost
Optimizing AI inference
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So what? 
AVX512_VNNI is a new set of of AVX-512 instructions to boost 

Deep Learning performance

▪ VNNI includes FMA instructions for:

– 8-bit multiplies with 32-bit accumulates (u8 x s8 ⇒ s32)

– 16-bit multiplies with 32-bit accumulates (s16 x s16 ⇒ s32)

▪ Theoretical peak compute gains are:

– 4x int8 OPS over fp32 OPS and ¼ memory requirements

– 2x int16 OPS over fp32 OPS and ½ memory requirements

▪ Ice Lake and future microarchitectures will have AVX512_VNNI

https://software.intel.com/en-us/articles/optimization-notice/
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Enabling Intel® DL Boost on Cascade Lake

21

Results have been estimated or simulated using internal Intel analysis or architecture simulation or modeling, and provided to you for informational purposes. Any differences in your system hardware, software or configuration may affect your actual 

performance..  Performance tests, such as SYSmark and MobileMark, are measured using specific computer systems, components, software, operations and functions. Any change to any of those factors may cause the results to vary. You should consult other 

information and performance tests to assist you in fully evaluating your contemplated purchases, including the performance of that product when combined with other products. For more complete information visit www.intel.com/benchmarks.

Topologies

Workloads

Intel® MKL-DNN Libraries

Intel® Processors

Frameworks

Theoretical Improvements: FP32 vs. INT8 & DL Boost

up to 4x Boost in MAC/Cycle

Decreased Memory Bandwidth

Improved Cache Performance

up to 4x Improved Performance / Watt

up next: Microbenchmarking with Intel® MKL-DNN’s 
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SEE ALSO: Machine Learning Libraries for Python (Scikit-learn, Pandas, NumPy), R (Cart, randomForest, e1071), Distributed (MlLib on Spark, Mahout)
*Limited availability today
Other names and brands may be claimed as the property of others.

* * *

Popular DL Frameworks are now optimized for CPU!

See installation guides at  ai.intel.com/framework-optimizations/

More under optimization:

TM

*

*
*

*
FOR

Intel® AI optimized frameworks

https://software.intel.com/en-us/articles/optimization-notice/
https://www.intelnervana.com/framework-optimizations/
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Intel Processors

AI (ML & DL) Software Stack for Intel® Processors 

Intel® MKL is a proprietary performance library for wide range of math and 
science applications
Distribution: Intel Registration Center, package repositories (apt, yum, conda, 
pip), Intel® Parallel Studio XE, Intel® System Studio

Deep learning and AI ecosystem includes edge and datacenter applications.
• Open source frameworks (Tensorflow*, MXNet*, PyTorch*, PaddlePaddle*)
• Intel deep learning products (, BigDL, OpenVINO™ toolkit) 
• In-house user applications

Intel® MKL and Intel® MKL-DNN optimize deep learning  and machine learning 
applications for Intel® processors :
• Through the collaboration with framework maintainers to upstream changes 

(Tensorflow*, MXNet*, PyTorch, PaddlePaddle*) 
• Through Intel-optimized forks (Caffe*)
• By partnering to enable proprietary solutions

Intel® MKL-DNN is an open source performance library for deep learning 
applications (available at https://github.com/intel/mkl-dnn)

• Fast open source implementations for wide range of DNN functions

• Early access to new and experimental functionality

• Open for community contributionsIntel MKL-DNNIntel MKL

24

https://software.intel.com/en-us/articles/optimization-notice/
https://github.com/intel/mkl-dnn
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Intel® Math KerneL for deep neural Networks (intel® mkl-DNN)

Distribution Details

▪ Open Source  

▪ Apache* 2.0 License

▪ Common DNN APIs across all Intel hardware.

▪ Rapid release cycles, iterated with the DL community, to 
best support industry framework integration.

▪ Highly vectorized & threaded for maximal performance, 
based on the popular Intel® Math Kernel Library.

For developers of deep learning frameworks featuring optimized performance on Intel hardware 

github.com/01org/mkl-dnn

Direct 2D 
Convolution

Rectified linear unit 
neuron activation 

(ReLU)

Maximum 
pooling

Inner product
Local response 
normalization 

(LRN)
Examples:

Accelerate Performance of Deep Learning Models

https://software.intel.com/en-us/articles/optimization-notice/
https://www.github.com/01org/mkl-dnn
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Neural Networks
Use biology as inspiration for math model

Neurons: 

▪ Get signals from previous neurons

▪ Generate signal (or not) according to inputs

▪ Pass that signal on to future neurons

By layering many neurons, can create complex model

https://software.intel.com/en-us/articles/optimization-notice/
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Graph

▪ Container for operations and tensors

Operation

▪ Nodes in the graph

▪ Represent computations

Tensor

▪ Edges in the graph

▪ Represent data

Main TensorFlow API Classes

https://software.intel.com/en-us/articles/optimization-notice/
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Reads roughly the same as a TensorFlow graph

activation
function

The neuron outputs 
the transformed data

Some form of computation 
transforms the inputs

Data flows 
into neuron
from previous 
layers

https://software.intel.com/en-us/articles/optimization-notice/
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Computation Graph

mul

add

Nodes represent  computations

add

input

input

https://software.intel.com/en-us/articles/optimization-notice/
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Computation Graph

mul

add

Edges represent numerical data
flowing through the graph

add

input

input

https://software.intel.com/en-us/articles/optimization-notice/
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>>> a = tf.placeholder(tf.float32, name=“input1”)

>>> c = tf.add(a, b, name=“my_add_op”)

default

input2 b

input1 a

c d
my
add
op

my
mul
op

tf.constant()creates an Operation that returns a fixed value
tf.placeholder()defines explicit input that vary run-to-run

https://software.intel.com/en-us/articles/optimization-notice/
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>>> sess = tf.Session()

We use a Session object to execute graphs. 
Each Session is dedicated to a single graph.

Session

Graph: default

sess

Variable values: 

default

input2 b

input1 a

c d

my
add
op

my
mul
op

33
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Copyright ©  2019, Intel Corporation. All rights reserved. 
*Other names and brands may be claimed as the property of others.

Optimization Notice

>>> config = tf.ConfigProto(inter_op_parallelism_threads=2, 

intra_op_parallelism_threads=44)

>>> tf.Session(config=config)

ConfigProto is used to set configurations of the Session object.

Session

Graph: default

sess

Variable values: 

default

input2 b

input1 a

c d

my
add
op

my
mul
op

34
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>>> feed_dict = {a: 3.0, b: 2.0}

Session

Graph: default

sess

Variable values: 

placeholders require data to fill them in when the graph is run

We do this by creating a dictionary mapping Tensor keys to numeric values

feed_dict: {a: 3.0, b: 2.0}

default

input2 b

input1 a

c d

my
add
op

my
mul
op

https://software.intel.com/en-us/articles/optimization-notice/
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>>> out = sess.run(d, feed_dict=feed_dict)

Session

Graph: default

sess

Variable values: 

We execute the graph with sess.run(fetches, feed_dict)

sess.run returns the fetched values as a NumPy array

run()

fetches: d

feed_dict: feed_dict
feed_dict: {a: 3.0, b: 2.0}

default

input2 b

input1 a

c d

my
add
op

my
mul
op

https://software.intel.com/en-us/articles/optimization-notice/
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1. Define a computation graph

2. Run the graph

data Predictions

37

Two-Step Programming Pattern

https://software.intel.com/en-us/articles/optimization-notice/
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Intel® TensorFlow* optimizations

1. Operator optimizations: Replace default (Eigen) kernels 
by highly-optimized kernels (using Intel® MKL-DNN)

2. Graph optimizations: Fusion, Layout Propagation

3. System optimizations: Threading model

https://software.intel.com/en-us/articles/optimization-notice/
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Operator optimizations

In TensorFlow, 
computation graph is a 
data-flow graph.

MatMul

Examples Weights

Bias

Add

ReLU

https://software.intel.com/en-us/articles/optimization-notice/
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Operator optimizations
Replace default (Eigen) kernels by 

highly-optimized kernels (using 
Intel® MKL-DNN)

Intel® MKL-DNN has optimized a set 
of TensorFlow operations.

Library is open-source 
(https://github.com/intel/mkl-
dnn) and downloaded 
automatically when building 
TensorFlow.

Forward Backward

Conv2D Conv2DGrad

Relu, TanH, ELU ReLUGrad, TanHGrad, 

ELUGrad

MaxPooling MaxPoolingGrad

AvgPooling AvgPoolingGrad

BatchNorm BatchNormGrad

LRN LRNGrad

MatMul, Concat

https://software.intel.com/en-us/articles/optimization-notice/
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Graph optimizations: fusion

Conv2D

BiasAdd

Input Filter

Bias
Conv2DWithBias

Input Filter Bias

Before Merge After Merge

https://software.intel.com/en-us/articles/optimization-notice/
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Graph optimizations: layout propagation

MklConv2D

Input Filter

Convert

Convert Convert

MklReLU

Convert

Shape

Convert

MklConv2D

Input Filter

Convert Convert

MklReLU

Convert

Shape

After Layout Conversion After Layout Propagation

Converting to/from 
optimized layout can be 
less expensive than 
operating on un-
optimized layout.

All MKL-DNN operators 
use highly-optimized 
layouts for TensorFlow 
tensors.

https://software.intel.com/en-us/articles/optimization-notice/


Copyright ©  2019, Intel Corporation. All rights reserved. 
*Other names and brands may be claimed as the property of others.

Optimization Notice

Data Layout has a BIG Impact
• Continuous access to avoid gather/scatter

• Have iterations in inner most loop to ensure high vector utilization

• Maximize data reuse; e.g. weights in a convolution layer

Overhead of layout conversion is sometimes negligible, compared with 
operating on unoptimized layout

21 18 32 6 3

1 8 0 3 26

40 9 22 76 81

23 44 81 32 11

5 38 10 11 1

8 92 37 29 44

11 9 22 3 26

3 47 29 88 1

15 16 22 46 12

29 9 13 11 1

21 8 18 92 .. 1 11 ..

21 18 … 1 .. 8 92 ..

for i= 1 to N # batch size
for j = 1 to C # number of channels, image RGB = 3 channels

for k  = 1 to H  # height 
for l = 1 to W # width 

dot_product( …) 

Channel based 
(NCHW)

Pixel based 
(NHWC)

https://software.intel.com/en-us/articles/optimization-notice/
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More on memory channels: Memory layouts
Most popular memory layouts for image recognition 
are nhwc and nchw

▪ Challenging for Intel processors either for vectorization or 
for memory accesses (cache thrashing)

Intel MKL-DNN convolutions use blocked layouts

▪ Example: nhwc with channels blocked by 16 – nChw16c

▪ Convolutions define which layouts are to be used by other 
primitives

▪ Optimized frameworks track memory layouts and perform 
reorders only when necessary

nchw

R
e

o
rd

er
s

nChw16c
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System optimizations: load balancing

TensorFlow graphs offer opportunities for parallel 
execution.

Threading model

1. inter_op_parallelism_threads = max number 
of operators that can be executed in parallel

2. intra_op_parallelism_threads = max number 
of threads to use for executing an operator

3. OMP_NUM_THREADS = MKL-DNN equivalent of 
intra_op_parallelism_threads

MklConv2D

Input Filter

Convert Convert

MklReLU

Convert

Shape
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>>> config = tf.ConfigProto()

>>> config.intra_op_parallelism_threads = 56

>>> config.inter_op_parallelism_threads = 2

>>> tf.Session(config=config)

tf.ConfigProto is used to set the inter_op_parallelism_threads and 
intra_op_parallelism_threads configurations of the Session object.

https://www.tensorflow.org/performance/performance_guide#tensorflow_with_intel_mkl_dnn
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performance GUIDE
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Maximize TensorFlow* Performance on CPU: Considerations and Recommendations for Inference 
Workloads: https://software.intel.com/en-us/articles/maximize-tensorflow-performance-on-cpu-
considerations-and-recommendations-for-inference

os.environ["KMP_BLOCKTIME"] = "1"

os.environ["KMP_AFFINITY"] = "granularity=fine,compact,1,0"

os.environ["KMP_SETTINGS"] = "0"

os.environ["OMP_NUM_THREADS"] = “56"

Example setting MKL variables with python os.environ :

performance GUIDE

Intel Tensorflow* install guide is available →
https://software.intel.com/en-

us/articles/intel-optimization-for-tensorflow-
installation-guide

https://software.intel.com/en-us/articles/optimization-notice/
https://software.intel.com/en-us/articles/intel-optimization-for-tensorflow-installation-guide
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Distributed TensorFlow™ Compare
Distributed 

Tensorflow with 
Parameter Server

Uber’s open source Distributed 
training framework for TensorFlow

Source: https://eng.uber.com/horovod/

No 
Parameter 

Server

With 
Parameter 

Server

The parameter server model for distributed training jobs can be configured with different ratios of parameter servers to workers, each with different performance profiles.

The ring all-reduce algorithm allows worker nodes to average gradients and disperse them to all nodes without the need for a parameter server.
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Distributed Deep Learning Training Across Multiple nodes
Each node running multiple workers/node

Uses optimized MPI Library for gradient updates over network fabric
Caffe – Use Optimized Intel® MPI ML Scaling Library (Intel® MLSL)

TensorFlow* – Uber horovod MPI Library

Intel Best Known Methods: https://ai.intel.com/accelerating-deep-learning-training-inference-system-level-optimizations/

Interconnect Fabric (Intel® OPA or Ethernet)

Node 1 Node NNode 2

Distributed Training with horovod* MPI Lib

https://software.intel.com/en-us/articles/optimization-notice/
https://ai.intel.com/accelerating-deep-learning-training-inference-system-level-optimizations/
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Horovod: How to change the code

Guidelines and example on github:

https://github.com/horovod/horovod#usage

https://software.intel.com/en-us/articles/optimization-notice/
https://github.com/horovod/horovod#usage
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Horovod 101 Quick start
import horovod.tensorflow as hvd
hvd.init()

#Scale the optimizer
opt = tf.train.AdagradOptimizer(0.01 * hvd.size())

# Add Horovod Distributed Optimizer
opt = hvd.DistributedOptimizer(opt)

hooks = [hvd.BroadcastGlobalVariablesHook(0)]

# Save checkpoints only on worker 0 to prevent other workers from 
corrupting them.
checkpoint_dir = '/tmp/train_logs' if hvd.rank() == 0 else None

https://software.intel.com/en-us/articles/optimization-notice/
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NP=4
PER_PROC=10
HOSTLIST=192.168.10.110
MODEL=inception3
BS=64
BATCHES=100
INTRA=10
INTER=2

from Parameter server (PS):

/usr/lib64/openmpi/bin/mpirun --allow-run-as-root -np $NP -cpus-per-proc $PER_PROC –
map-by socket -H $HOSTLIST --report-bindings --oversubscribe -x LD_LIBRARY_PATH python 
./tf_cnn_benchmarks.py --model $MODEL --batch_size $BS --data_format NCHW –
num_batches $BATCHES --distortions=True --mkl=True --local_parameter_device cpu –
num_warmup_batches 10 --optimizer rmsprop --display_every 10 --kmp_blocktime 1 –
variable_update horovod --horovod_device cpu --num_intra_threads $INTRA –
num_inter_threads $INTER  --data_dir /home/tf_imagenet --data_name imagenet

Horovod* for multi-node

https://software.intel.com/en-us/articles/optimization-notice/
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There is way more to consider when 
striking for peak performance on 
distributed deep learning training.:

https://ai.intel.com/white-papers/best-known-methods-for-
scaling-deep-learning-with-tensorflow-on-intel-xeon-
processor-based-clusters/

Scaling Tensorflow*

https://software.intel.com/en-us/articles/optimization-notice/
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Distributed Deep Leaning Requirements:

✓Compute/communication overlap
✓Choosing optimal communication algorithm
✓Prioritizing latency-bound communication
✓Portable / efficient implementation
✓Ease of integration with quantization algorithms
✓Integration with Deep Learning Frameworks

Intel® machine learning scaling library (MLSL)

https://software.intel.com/en-us/articles/optimization-notice/
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daal4py/kmeans-distr.ipynb

1) Performs a pixel-wise Vector Quantization (VQ) using K-Means

2) Implemented the domain decomposition according to:

▪ d4p.num_procs()

▪ d4p.my_procid()

3) Using the distributed algorithm from Daal4Py

▪ d4p.kmeans_init(n_colors, method="plusPlusDense", distributed=True)

4) What is the meaning of d4p.daalinit() & d4p.daalfini()?

5) How does threading compare to multiprocessing in terms of performance?

https://software.intel.com/en-us/articles/optimization-notice/
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• Each process (MPI rank) get’s a 
different chunk of data

• Only process #0 reports results

• Inference is using the same routines 
as training with 0 maximum 
iterations and centroid assignment

• There is no oversubscription since 
DAAL only sees the cores “owned” 
by the corresponding MPI rank

Distributed K-Means Demo Summary

https://software.intel.com/en-us/articles/optimization-notice/
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benchmarks/tf_bench.sh

Tensorflow*

Tensorflow* with Intel® MKL-DNN

https://software.intel.com/en-us/articles/optimization-notice/
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Tensorflow/tf_basics/cnn_mnist.ipynb

Source:https://www.easy-tensorflow.com/tf-tutorials/convolutional-neural-nets-cnns

• Implementation of a simple Convolutional Neural Network in TensorFlow with 
two convolutional layers, followed by two fully-connected layers at the end

https://software.intel.com/en-us/articles/optimization-notice/
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Tensorflow/tf_basics/cnn_mnist.ipynb
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Tensorflow+Horovod/cnn_mnist-hvd.ipynb

https://software.intel.com/en-us/articles/optimization-notice/
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Tensorflow+Horovod/cnn_mnist-hvd.ipynb

1) How to initialize Horovod and why is it necessary?

2) Why is it necessary to adept the learning rate with larger batches?

3) How can you dynamically adept the learning rate?

4) How to identify rank #1 (0)?

5) Why is it necessary to adept the number of training steps according to the 
number of workers / larger batches?

6) How can you dynamically adept the number of training steps?

7) How is the single process performance vs 2 ranks vs 4 ranks?

https://software.intel.com/en-us/articles/optimization-notice/
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• Horovod initializes the MPI 
communication underneath and 
therefore defines rank() and size()

• In order to reduce the Time To 
Train with multiple workers, 
therefore increasing the batch size, 
the learning rate needs to scale

• Same for the # of steps for training

• 4 ranks can be faster since less 
threading efficiency is required in 
small convolutions

MNIST CNN Horovod Demo Summary

https://software.intel.com/en-us/articles/optimization-notice/



