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But what if it’s Cloudy?



Warning!

*One size does not fit all.

* Each problem has its proper computational model and architecture
that maximise the return, the cost efficiency and the proper
exploitation of common resources.

* | will try to give you an overview of just 1 platform and the related
main services (this should serve as the “1st page of the book”).



Cloud computing paradigm

* Cloud Computing is a style of computing paradigm in which typically
real-time scalable resources can be accessible via Internet to users.
Pay as-you-go for resource utilisation. (Wikipedia)
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Various providers ....
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Main Cloud Computing Services

©

Compute Engine

 Computational power available for a reasonable price.

Virtual Machines, Disks, Network
 Storage with high availability, virtual infinite storage
and durability

* A large set of services for data handling and analytics
* Streaming
» Data ingestion from various sources (e.g. sensor networks)
* Messages and queue managements




Machine Learning As A Service (MLaa$)

 Set of services that offer machine learning tools as part of cloud
computing services.

* MLaaS providers offer tools including:
* Data visualization

* APIs, face recognition, natural language processing, predictive analytics and
deep learning, data preparation and cleaning...

* The provider's data centers handle the actual computation.

You can focus only on Data Science



The case of Google Cloud Platform

Machine learning development: the end-to-end cycle

Ingest data Preprocess Discover Develop Train Test & Analyze Deploy
Cloud Dataprep Data labeling
Cloud Dataflow servee Al Platform Al Platform
GCP Transfer Service Cloud Dataflow Decs Leami Training Prediction
services Cloud Dataproc Al Hub ":’P\i ‘l-dl’."l'“is TFX tools
Cloud Storage Cloud Dataproc . i image Kubeflow Kubeflow
BigO BigQuery Al Platform (on-premises) (on-premises)
igQuery
T Notebooks

Freely took from https://codelabs.developers.google.com/codelabs/end-to-end-ml/index.html?index=..%2F..index#2



https://codelabs.developers.google.com/codelabs/end-to-end-ml/index.html?index=..%2F..index

The 1° page of the book

e Understand the console and then...
* Prepare the data



https://cloud.google.com

= Google Cloud Platform 8® bzcat w Q v 2 O 6 a

Marketplace
Billing

APIs & Services
Support

IAM & admin
Getting started

Security

COMPUTE

@ App Engine

{Z}  Compute Engine
@ Kubernetes Engine

() Cloud Functions

)»  Cloud Run

STORAGE

@ Bigtable



https://cloud.google.com/

Google Cloud Platform $* ramachandrank-demo

éé Al Platform Notebook instances NEW INS@NCE C REFRESH » START W STOP ) RESET @ DELETE SHOW INFO PANEL
Ij!  Dashboard

Create and use Jupyter Notebooks with a notebook instance. Notebook instances have
JupyterLab pre-installed and are configured with GPU-enabled machine learning

B AlHub frameworks. Learn more
B Notebooks
= Filter table o m
(= Jobs : i
D O Instance name Region Framework Machine type GPUs Labels
o Models No notebook instances to display

<I



< New notebook instance

You can also customize the instance netancename

Region * Zone *
us-west1 (Oregon) v (7] us-west1-b v (7]

Requests to your instance from the Datalab/Jupyter interface may be
routed through a different region than selected above depending on
service availability.

Framework *
TensorFlow 1.x v (2]
Compute Engine
) ) ) Machine types determine the specifications of your machines,
Virtual [\/Iachmes, DISkS, Network Machine type * such as the amount of memory, virtual cores, and persistent disk
4vCPUs, 15 GB RAM v (2] limits an instance will have.
LEARN MORE
.A
GPUs
J u py t e r Based on the zone, framework, and machine type selected above, the
available GPU types and the minimum number of GPUs that can be selected
v may vary. Learn more [2
. GPU type
None v
Boot disk
Boot disk type * Boot disk size in GB *

Standard Persistent Disk = (7] 100 (7]



Prepare, explore and pre-process the data

* There are two basic services for this purpose:
* The first one is BigQuery
* The second one is Cloud Dataprep

* BigQuery
* A fast Hadoop base system to perform SQL like query on very very large
dataset

* Cloud Dataprep

* A fast Hadoop based system to perform SQL like query on very very large
dataset



Google BigQuery

GOUSIQ blgquery +younes  Ia: o !g!

COMPOSE QUERY New Query

Query History SELECT repository url, repository_ forks

, 2| FROM githubarchive:github.timeline
Job History 3 ORDER BY repository forks DESC
4 LIMIT 10
GA-DEMO v

No datasets found in this project.

Please create a dataset or select a new RUN QUERY Save Query Save View Show Options  Query complete (2.3s elapsed, cached) o
project from the menu above.

b giiivibarchive:day Query Results Download as CSV ~ Save as Table
@githubarchive:gilhub ¢ |= Row repository_url repository_forks
5= language_correlation 1 hitps:/igithub.com/jtieek/datasharing 67300
Bi Smoline 2 https:/igithub.comjtieek/datasharing 67299
> githubarchive:month 3 https:/igithub.com/jtieek/datasharing 67298
> githubarchive:year 4  https:figithub.com/jtieek/datasharing 67298
> publicdata:samples 5  hitps:/igithub.com/jtieek/datasharing 67297
6  hitps:/igithub.com/jtieek/datasharing 67297
7 https:/igithub.com/jtleek/datasharing 67296
8  https:figithub.com/jtieek/datasharing 67296
9  hitps:/igithub.com/jtieek/datasharing 67296
10 https:/igithub.com/jtieek/datasharing 67296



&) Google Cloud

Cloud Dataprep

FORECAST ANALYSIS >

9 izl Ll Q = Run Job

Initial Sample

° HH
Se>

{11
)

~ 8- gL E- - b- B A- BEEG b T - @043 Recipe X

jory v product_id v # order_id v qty Q) ordeg, date v
I e s

or° 587.87k - 63.43M 10.93k - 6.1M 10-998 Feb 2005 - Jun 2015
: 587869 46071.55 176 2086-Nov-11
777087 165000 112 1/24/14
a9 . 793801 106828 201 4/19/10
827808 70000 357 5/24/12
4:,) : 854431 275000 275 1/21/06
. 1086454 91000 945 9/25/12
; 1193455 320000 331 6/25/15
1204611 105000 460 7/7/12
1210322 72000 824 2006-Nov-30
1221074 58000 300 1/17/12
1250631 117000 305 12/16/11
1275365 90000 945 2006-Nov-30 rem—
1287259 45000 339 3/22/12 o
; 1316730 65000 221 1/27/06 The recipe is empty
1311757 56000 191 6/24/14
1314258 39707 751 7/23/14
1314904 90000 338 12/12/14
1346728 65774 115 12/22/10
1347716 80973 782 10/22/05
©) : 1367982 89500 847 1/24/14
: 1374233 150000 600 2/28/10
o - 1379788 109000 328 9/25/12
1386439 54000 024 12/22/10
1403676 125600 166 2086-Nov-27
1416290 56000 112 8/24/12

') © 5Columns 10,651 Rows 3 Data Types



For more complex situations..

Ingest Process Analyze
Data g== Third-Party o
Studio o= Tools
Cloud —
Pub/Sub s T T
- & Data Warehouse
Cloud N
s e Stream
Datastore > — @ Cloud BigQuery °
Vi 4 > Cloud Cloud Mach
—_— Batch —_— Dataflow > Le?:nmgac ne . /,}ﬁ Predictive Analytics
Apache Avro
Bkafka — e Q Cloud Bigtable e——— [i8] Caching & Serving
Apache Kafka

Y Google Cloud



Your model in Tensorflow — Using managed Jupyter notebooks

: Jupyter Untltled (unsaved changes) ﬁ Logout
File  Edit View Insert  Cell  Kermel  Widgets Help Trusted ¢ |Python3 O TensorBoard SCALARS  IMAGES  GRAPHS > INKCTVE v C & @
B+ x @B 4 ¥ MRun B C Code N
Show data download links Q Filter tags (regular expressions supported)
Ignore outliers in chart scaling
s accuracy
In [1]: 4import tensorflow as tf Tooltip sorting default ~
_ method: - cross entropy
hello = tf.vVariable('Hello World!"')
sess = tf.Session() Smoothing cross entropy
init = tf.global_variables_initializer() - 0.6 0.0550
sess.run(init) 0.0450
0.0350
sess.run(hello) Horizontal Axis
Out[1]: b'Hello World!' . ‘ 00250
STEP RELATIVE ~ WALL 0.0150
In [ ]: | ’ 5.000e-3
RN -5.000e-3

) 0.000 3000 600.0 900.0
Write a regex to filter runs

EE un to download ~ CSV JSON
() train
Name Smoothed Value Step Time Relative
O eval
eval 0.02591 0.02550 170.0 Mon Sep 12,15:40:41 8s
T LS @ train 002851  0.03362 166.0 Mon Sep 12, 15:40:40 7s

/tmp/mnist-logs

mean



Google Cloud Platform  §® My First Project ¥ Q

SU bf é% Al Platform & Job Details

i!  Dashboard text_class_hp_20190517_080802

& AlHub ,
° YOU F z & Succeeded (7 hr 12 min) Ork
stanc B  Notebooks
Creation May 17,2019, 8:08:05 AM
e Then _ time
= Jobs
. Start time May 17,2019, 8:08:08 AM
* Whic g
® Models End time May 17,2019, 3:20:18 PM
Logs View Logs
Consumed 3.22
ML units
gsutil gcloud ¢ Training v SHOW JSON iner.task --
package-path=$§I input

bucket=${BUCKEI]
Training v SHOW JSON

output



Google Cloud Platform

<1

Al Platform Models NEW MODEL
Dashboard @®  MLEngine is now Al Platform
Al Hub

= Filter by prefix...
Notebooks

D Name Default version Description
Jobs 0O s v
Models

Region

us-centrall

Labels

SHOW INFO PANEL



Deploy the model — A client for the MLaaS
project

* You could deploy an Endpoint (via API) accessible from outside in order to
use the trained model, fully running on GCP.

 The main advantage is that you may serve to end users the latest version of
your model without caring about SW releases, servers and so on.

* REST API for online prediction

e ... or batch prediction if you have thounsands preditions to be performed



How it works ?

JSON Input:

data = { 'instances': [ {
'plurality': 'Single(1l)',
{ "key': 'gl',
'gestation weeks': 38 },
{ 'key': '"b2', 'is male':
'gestation weeks': 39 },
{ 'key': 'ul', 'is male':
'gestation weeks': 38 },

'ls male':

'key': 'bl', 'is male':
'gestation weeks': 39 },
'False', 29.0,

'"True', 'mother age': 26.0,

'mother age': 'plurality': 'Single(1l)',

'"True', 'mother age': 26.0, 'plurality': 'Triplets(3)"',

'Unknown',

}

®

print(response.content)

'mother age': 29.0, 'plurality': 'Multiple(2+)',

response = requests.post(api, json=data)
https://ml.googleapis.com/v1/projects/{}/models/{}/versions/{}:predict'

7.66, 7.22,6.32



Take home messages

* Cloud platforms (Google, Amazon, ....) offer a HUGE variety of tools that
will greatly help Data Scientists to perform their jobs without taking care of
the infrastructures. Try out and select the one you prefer!

* The deploy-phase of trained model is really simple, for online and batch
prediction. Very good for communicating applications (or to expose a
service to the community).

 We didn’t discuss ... but there are also tons of off-the-shelf trained
algorithms to be used (especially for NLP or Image processing) or to be
exploited for transfer learning

Do not re-invent the wheel each time...



Always check the prices...

&) Google Cloud

Why Google  Solutions  Products  Pricing  Getting started

Google Cloud Platform Pricing Calculator

Q, Docs Support Language ~  Console @

Contact sales

o

COMPUTE APP ENGINE
ENGINE

Search for a product you are interested in.

Instances

Free: Debian, CentOS, CoreOS, Ubuntu, or other User Provided OS

Machine Class

Regular

Machine Family

General purpose

Machine type

f1-micro  (vCPUs: shared, RAM: 0.60 GB)

BIGQUERY

ML

https://cloud.google.com/products/calculator/



https://cloud.google.com/products/calculator/

Notebook instances - Al Plat @ AlHub

& https://aihub.cloud.google.com

= o Al Hub Q  Search [0 Feedback b m

@ Home N
A hub just for your organization k r
Assettype @ Create a private collection for your team to share and deploy Al assets '_ <
© Kubeflow pipeline Learn more /1
N
© Notebook i R > \ \/
O Service

Kubeflow pipelines
O TensorFlow module

O VMimage Submitting a SparkSql Job to Cloud Dataproc By Google
Public Kubeflow pipeline Text data GCP Dataproc Kubeflow Pipeline
. ) P
O Trained model < A Kubeflow Pipeline component to submit a SparkSql job to Google Cloud Dataproc service.

Data type @

D Image Data preparation by using the General Purpose Preprocessing component 8y Google
Public Kubeflow pipeline Other data Preprocessing Data transformation Cloud Dataflow TFT TFRecord csv TFDV
P
O Text % The component gives you a standard way of preprocessing datasets. Use it to read datasets and serve raw data serving using a standard process. The output of this component is in
the TFRecord format.
O Video
O Other Batch predicting using Cloud Machine Learning Engine By Google
Public Kubeflow pipeline Text data GCP ML Engine Kubeflow Pipeline
b Fs
ML Workflow @ - A Kubeflow Pipeline component to submit a batch prediction job against a trained model to Cloud ML Engine service.

O Datagathering

View more Kubeflow pipelines
O Data preparation
O Training Notebooks

Deployi . . " "
O Deploying Text generation using a RNN with eager execution 8y Google

I I Public Notebook Text data recurrent text charrnn gru Seedbank

https://aihub.cloud.google.com



https://aihub.cloud.google.com/

Thank you for your attention!

Marco Landoni
INAF — National Insitute of Astrophysics
Brera Astronomical Observatory
marco.landoni@inaf.it
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