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Figure 1. Tomographic redshift distribution. The upper panel shows the
effective weighted number of galaxies as a function of their maximum pos-
terior photometric redshift estimate, separated into six tomographic bins
between 0.2 < z

BPZ

< 1.3. The effective weighted number of galaxies in
each redshift bin is constant. The lower panel shows the redshift distribution
for each selected bin as estimated from the weighted sum of the photometric
redshift probability distributions P (z).

P (z) redshift distributions displayed in the lower panel of Figure 1
that we use in this analysis.

3.5 Population Monte Carlo Sampling likelihood analysis
method

In this study we perform a Bayesian likelihood analysis of
CFHTLenS and the auxiliary data, discussed in Section 2, to con-
strain the parameters of a range of cosmological models. To calcu-
late the likelihood values we use the Population Monte Carlo sam-
pling software COSMOPMC4 (Kilbinger et al. 2011), modified to
include an optional simultaneous fit of cosmic shear and the intrin-
sic alignment model outlined in Section 3.2. Future releases of this
software package will include this option. The Population Monte
Carlo method is described in Wraith et al. (2009) along with a com-
parison to the more standard Markov-Chain Monte Carlo method
for cosmological parameter estimation. We also refer the reader to a
detailed discussion of the COSMOPMC analysis of 2D CFHTLenS
cosmic shear data in Kilbinger et al. (2013) for further information
about the methodology.

We assume a matter power spectrum derived from the Eisen-
stein & Hu (1998) transfer function with a Smith et al. (2003) non-
linear correction. For dark energy cosmologies, where the equa-
tion of state of dark energy parameter, w

0

6= �1, a modulation
of the non-linear power is required (McDonald et al. 2006) which
we apply using of the scaling correction from Schrabback et al.
(2010); Refregier et al. (2011). The Smith et al. (2003) halo-model
prescription for the non-linear correction has been calibrated on
numerical simulations and shown to be accurate to between 5 per
cent and 10 per cent over a wide range of k scales (Eifler 2011)
and found to be of sufficient accuracy for the statistical power of
CFHTLenS (Vanderveld et al. 2012). Whilst our assumed transfer

4 CosmoPMC: www.cosmopmc.info

function includes baryonic oscillations on large scales, we are un-
able to include the uncertain effects of baryons on small physical
scales. Semboloni et al. (2011) present an analysis of cosmological
hydrodynamic simulations to quantify the effect of baryon physics
on the weak gravitational lensing shear signal, using a range of dif-
ferent baryonic feedback models. For the ⇠

+

angular scales we use
we would expect baryons to induce at most a ⇠ 10 per cent de-
crease in the signal relative to a dark matter only Universe, in the
mid-to-high redshift tomographic bins where our highest signal-to-
noise measurements are made. This is assuming the ‘AGN feed-
back’ model which leads to the largest changes in the matter power
spectrum of the simulations that were studied by Semboloni et al.
(2011), where we note that this scenario is the one that matches
observed gas fractions in groups. In the cosmological analysis that
follows, we present an additional conservative analysis where the
tomographic data most susceptible to significant errors caused by
baryonic or non-linear effects are removed (see Benjamin et al.
2013, for further discussion). If significant errors exist, however,
the inclusion and marginalisation over the intrinsic alignment am-
plitude A in our analysis, which modulates the amplitude of the
observed shear power spectrum, should work to some extent, to
reduce the impact of these effects in addition to mitigating contam-
ination by intrinsic galaxy alignments.

We use COSMOPMC to analyse CFHTLenS and WMAP7 in-
dependently. For the combined results with BOSS and our assumed
H

0

prior from R11, we importance-sample the WMAP7-only like-
lihood chain, multiplying each sample point with the CFHTLenS,
BOSS and R11 posterior probability. For our CFHTLenS-only flat
⇤CDM analysis we limit our parameter set to the matter density
parameter, ⌦

m

, the amplitude of the matter power spectrum con-
trolled by �

8

, the baryon density parameter ⌦b, the Hubble param-
eter h, and the power spectrum spectral index n

s

. With WMAP7 we
also include into the parameter set the reionisation optical depth ⌧ ,
the Sunyaev-Zel’dovich template amplitude A

SZ

, and the primor-
dial amplitude of the matter perturbations �2

R

, from which we de-
rive �

8

. The equation of state of dark energy parameter, w
0

and
dark energy density parameter ⌦

de

are also included for non-flat or
non-⇤ cosmological models. We use flat priors throughout which
are broad enough to cover the full 3� posterior distribution in each
parameter direction for each combination of data. Throughout the
paper we quote and plot 68 per cent and 95 per cent Bayesian con-
fidence or credibility regions. These regions contain 68 per cent
and 95 per cent of the posterior probability determined from the
multi-dimensional distribution of points from the PMC parameter
sample. All figures showing the resulting joint-constraints on two
parameters, are marginalised over the multi-dimensional parameter
space that is not shown.

4 RESULTS

Figure 2 presents the observed two-point correlation function
ˆ⇠ij
+

(✓) for every tomographic bin combination in our chosen six
redshift bin analysis. With N

t

tomographic bins, there are N
t

(N
t

+

1)/2 independent combinations, or 21 combinations in our case.
The panels show the different ij bin combinations, ordered with
increasing redshift bin i from left to right, and increasing redshift
bin j from lower to upper, where the redshift distributions of each
bin are shown and tabulated in Section 3.4. The auto-correlated
bins lie along the diagonal. The data points are calculated using
the shear correlation function estimator in Equation 4, correlat-
ing pairs of galaxies within the full mosaic catalogue for each of
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Figure 2. The observed two-point correlation function ⇠̂ij
+

(✓). The panels show the different ij redshift bin combinations, ordered with increasing redshift bin
i from left to right, and increasing redshift bin j from lower to upper. Refer to table 1 for the redshift ranges of each tomographic bin. The errors are estimated
from an analysis of N-body lensing simulations as discussed in Section 3.3. The theoretical curves show our fiducial total GG+GI+II signal as a solid line.
When distinguishable from the total, the GG only signal is shown dashed. The magnitude of the GI signal is shown dot-dashed (our fiducial GI model has
a negative anti-correlated signal) and the II signal is shown dotted, where the amplitude is more than 10�7. The results of the broad two-bin tomographic
analysis of Benjamin et al. (2013) are shown in the lower right corner.

the four CFHTLS fields. The measurements from each field are
then combined using a weighted average, where the field weight is
given by the effective number of galaxy pairs in each angular bin.
Note that the results for each ij bin from each field were found
to be noisy but consistent (see Kilbinger et al. 2013, for measure-
ments of the higher signal-to-noise 2D shear correlation function
for each CFHTLS field). The errors, which include sample vari-
ance, are estimated from an analysis of N-body lensing simulations
as discussed in Section 3.3. We remind the reader that the data are
highly correlated, particularly in the low redshift bins. The theoreti-
cal curves show our fiducial WMAP7 best-fit cosmological param-
eter model, with an A = 1 non-linear intrinsic alignment model, to
be a good fit to the data. A possible exception to this are data from
tomographic bin combinations that include the lowest redshift bin,
which we discuss further in Section 4.1. The individual components
are shown; GG (dashed), GI (dot-dashed) and II (dotted) models
with the total GG+GI+II shown as a solid line. For comparison we
also show the results of the broad two-bin tomographic analysis of

Benjamin et al. (2013) in the lower right corner to demonstrate the
low-level of II and GI contamination expected for this high redshift
selected analysis.

4.1 Tomographic Data Visualization

With 21 tomographic bin combinations, two statistics ˆ⇠ij
+

(✓) and
ˆ⇠ij� (✓), and 5 angular scales, we have a total of p = 210 data
points, half of which are shown in Figure 2. In the cosmological
parameter constraints that follow, it is this large data vector, and a
correspondingly large covariance matrix, that we use in the likeli-
hood analysis. Purely for improving the visualization of this large
data set, however, we propose the following method to compress
the data, motivated by the different methods of Massey et al. (2007)
and Schrabback et al. (2010).

To compress angular scales, we first calculate a WMAP7 cos-
mology GG-only theory model ⇠ij

fid

for each redshift bin combina-
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by ±7 per cent. Note that we chose the value of 7 per cent from the
average error over the range of k scales tested in Eifler (2011). For
angular scales where more than a 10 per cent difference is found in
the expected signal, between these two different non-linear correc-
tion regimes, we remove these scales from our analysis. As the ⇠�
statistic probes significantly smaller k scales compared to the ⇠

+

statistic, at a fixed ✓, we cut more ⇠� data than ⇠
+

(see Benjamin
et al. 2013, for further discussion). For ⇠

+

, our requirement for less
than a 10 per cent deviation corresponds to the removal of data with
✓ <

⇠ 3 arcmin for tomographic bin combinations including bins 1
and 2. For ⇠�, this corresponds to removing data with ✓ <

⇠ 30 ar-
cmin for tomographic bin combinations including bins 1, 2, 3 and
4, and data with ✓ <

⇠ 16 arcmin for tomographic bin combinations
including bins 5 and 6. Applying these cuts in angular scale results
in a final data vector of length p = 120. As the ⇠± statistic is an
integral over many k scales weighted by J

0

and J
4

Bessel func-
tions, one cannot directly relate the limits we place on ✓, to limits
on k. We note, however, that as these cuts do preferentially remove
the smallest physical k scales where the theoretical prediction to
the power spectrum is expected to be most impacted by baryonic
feedback effects. This conservative analysis to test the non-linear
correction therefore also works as a mitigation strategy to avoid
uncertain baryon feedback errors. For this conservative analysis we
find no change in the best-fit measurement of �

8

(⌦

m

/0.27)↵, but a
reduction in the constraining power by roughly 20 per cent (see the
‘Low ✓ scales removed’ row in table 2). We also lose roughly 20
per cent of the constraining power on the intrinsic alignment am-
plitude A with this conservative analysis. As the best-fit value for
�
8

(⌦

m

/0.27)↵ remains unchanged, we can conclude that the in-
clusion of small-scale data does not introduce any significant bias
in our results. Furthermore, as our focus for this analysis is the mit-
igation of intrinsic galaxy alignments, which are most tightly con-
strained by the low-redshift bins preferentially cut with this type
of conservative analysis, the CFHTLenS results that follow include
the full angular scale range shown in Figure 2.

4.3 Joint Cosmological Parameter constraints

We present joint cosmological parameter constraints from
CFHTLenS combined with WMAP7, BOSS and R11 for four cos-
mological models testing flat and curved ⇤CDM and wCDM cos-
mologies. Table 3 lists the best-fit 68 per cent confidence limits for
our cosmological parameter set for the combination of CFHTLenS
and WMAP7 (first line for each parameter), CFHTLenS, WMAP7
and R11 (second line for each parameter) and for CFHTLenS,
WMAP7, BOSS and R11 (third line for each parameter). For
comparison the figures in this section also show constraints for
WMAP7-only and WMAP7 combined with BOSS and R11. We
refer the reader to Komatsu et al. (2011) and Anderson et al.
(2012) for tabulated cosmological parameter constraints for the
non-CFHTLenS combination of data sets shown, noting that we
find good agreement with their tabulated constraints. We also re-
fer the reader to Kilbinger et al. (2013) for CFHTLenS-only pa-
rameter constraints for the curved and wCDM cosmological mod-
els tested in this section. Whilst CFHTLenS currently represents
the most cosmologically constraining weak lensing survey, it spans
only 154 square degrees and is therefore not expected to have sig-
nificant constraining power when considered alone. This is demon-
strated in Figure 5 which compares parameter constraints in the
�
8

� ⌦

m

plane for a flat ⇤CDM cosmology. The wide constraints
from CFHTLenS-only are shown in pink (note the inner 68 per
cent confidence region was shown in pink in Figure 4), in compar-

Figure 5. Flat ⇤CDM joint parameter constraints (68 and 95 per cent
confidence) on the amplitude of the matter power spectrum controlled by
�
8

and the matter density parameter ⌦
m

from CFHTLenS-only (pink),
WMAP7-only (blue), BOSS combined with WMAP7 and R11 (green), and
CFHTLenS combined with BOSS, WMAP7 and R11 (white).

ison to the tight constraints from WMAP7-only (blue). The power
of lensing, however arises from its ability to break degeneracies
in this parameter space owing to the orthogonal degeneracy direc-
tions. BOSS combined with WMAP7 and R11 is shown green and
when CFHTLenS is added in combination with BOSS, WMAP7
and R11 (white) we find the combined confidence region decreases
in area by nearly a factor of two. As we will show in this section,
the tomographic lensing information presented in this analysis is
therefore very powerful when used in combination with auxiliary
data sets.

The figures that follow in this section all compare constraints
for different combinations of cosmological parameters and cosmo-
logical models with the following colour-scheme: WMAP7-only
(in blue), WMAP7 combined with CFHTLenS and R11 (in pink),
WMAP7 combined with BOSS and R11 (in green) and all four
data sets in combination (in white). Comparing the green contours
with the pink contours allows the reader to gauge the relative power
of BOSS and CFHTLenS when either survey is used in combina-
tion with WMAP7 and R11. Comparing the green contours with the
white contours allows the reader to gauge the extra contribution that
CFHTLenS makes to BOSS, R11 and WMAP7 in breaking differ-
ent parameter degeneracies and constraining cosmological param-
eters.

4.3.1 Constraints in the �
8

� ⌦

m

plane

Figure 6 shows joint parameter constraints on the normalisation of
the matter power spectrum �

8

and the matter density parameter
⌦

m

for four cosmological models: flat ⇤CDM, flat wCDM, curved
⇤CDM and curved wCDM. The comparison of the results for the
four cosmological models show the decreased WMAP7 sensitiv-
ity to these two cosmological parameters when extra freedom in
the cosmological model is introduced, such as dark energy w

0

, or
curvature. We find slightly tighter constraints from CFHTLenS in
combination with WMAP7 and R11 (pink), in comparison to BOSS

c� 0000 RAS, MNRAS 000, 000–000
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The Dark Energy Survey 

•  Survey project using 4 
complementary techniques: 

         I. Cluster Counts 
      II. Weak Lensing 
      III. Large-scale Structure 
      IV. Supernovae 

•    Two multiband surveys: 
       5000 deg2 grizY to 24th mag 
       30 deg2 repeat (SNe) 

•    Build new 3 deg2 FOV camera 
    and Data management system 
       Survey 2013-2018 (525 nights) 
        Facility instrument for Blanco 
         
       
                  

Blanco 4-meter at CTIO 



30 x 20 arcmin

5 x 3

Clusters in Science Verification
RXC J2248.7-4431 (z=0.35)

image by Eric Suchyta



Melchior, Suchyta, Huff, Hirsch, Kacprzak, Rykoff, Gruen et al (DES Collab) 2014 
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Figure 3. Mass maps generated based on KS method with a pixel scale of 5 arcmin. This map is smoothedby a Gaussian kernel of size 10 arcmin. Left and right
panels show the E and B-modes of convergence and the middle panel shows the foreground galaxy density. Foreground map is generated based on galaxies
with r-band magnitude brighter than 22.5 and redshift between 0.1 and 0.4. The regions colored red in the middle panel show the mask. The visual correlation
between E mode of mass and foreground galaxy density confirms that the reconstructed map successfully follows the foreground structures. This is supported
by the the lack of correlation between B mode and foreground map.

Figure 4. Same as Figure 3 but for a Gaussian smoothing kernel of size 20 arcmin.

of Eq. 9 as shown below

k

i j
g =

3H2
0 Wm

2c2 Â
k

D (DS �Dk)Dk

DS

d

3D
k
ak

(17)

where k

i j
g is the weighted foreground at the pixel i, j, k represents

index along the line of sight, D is the comoving size of the red-
shift bin, DS is the comoving distance to source and d

3D
k is the

forground density fluctuation at comoving distance Dk. Finally, all
the pixels in the masked regions and within about 10 arc minutes
of the boundary are removed from the analysis.

4.3 Correlation with known structures

***This paragraph needs more detail and rewrite after we have the
results [TODO: Rewrite this] *** [TODO: Do we really need to
show some of the SPT clusters here?] In this section we visually
validate the mass map by comparing it with known clusters and
groups, together with optically identified clusters using redmap-
per (Rykoff et al. 2013). We use clusters identified by ROSAT,
Planck and SPT telescopes based on X-ray and Sunyaev-Zeldovich
effect for this. A detailed weak lensing study of these clusters are
presented in ***Dietrich. We compare our map with these clus-
ters only qualitatively here, to validate the reconstructed map. We
compared clusters identified by Planck (Planck Collaboration et al.
2013) and SPT (Reichardt et al. 2013; Williamson et al. 2011) with
z < 0.6 with the reconstructed mass maps. We found that Planck

clusters correspond to denser regions in the map. On the other hand,
SPT clusters do not have many corresponding structures in the mass
map. In figure 7 we show similar results for clusters optically iden-
tified by redmapper.

• at a very qualitative level, show the correlation of kappa peaks
with known structure
• SPT clusters, RedMapper clusters, what else?
• A more detailed study by stacking the clusters can be done

elsewhere. Reference to Peter’s paper about the five cluster maps

[Fig: An array of mass map cutouts at SPT/X-ray clusters
along with/without the overlay of SPT/X-ray region? If we include
x-ray it may need some work. We have SPT data so overlaying SPT
over mass map may not be that difficult]

5 CORRELATION OF MASS AND LIGHT

In this section we examine the extent to which mass follows light
in our data. In order to do this, we cross-correlate the reconstructed
mass map with foreground galaxy density. We quantify the corre-
lation between mass and galaxies based on the Pearson cross cor-
relation coefficient. We smooth both foreground and convergence
maps with Gaussians; these smoothed maps are used to estimate
the Pearson cross correlation between foreground and convergence
maps as a function of smoothing scales as shown in Figure 8.

c� 0000 RAS, MNRAS 000, 000–000
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Vikram, Chang, Jain, Bacon et al (DES Collaboration) in prep 



Wide Field Lensing Mass Maps 5

Figure 3. Mass maps generated based on KS method with a pixel scale of 5 arcmin. This map is smoothedby a Gaussian kernel of size 10 arcmin. Left and right
panels show the E and B-modes of convergence and the middle panel shows the foreground galaxy density. Foreground map is generated based on galaxies
with r-band magnitude brighter than 22.5 and redshift between 0.1 and 0.4. The regions colored red in the middle panel show the mask. The visual correlation
between E mode of mass and foreground galaxy density confirms that the reconstructed map successfully follows the foreground structures. This is supported
by the the lack of correlation between B mode and foreground map.
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x-ray it may need some work. We have SPT data so overlaying SPT
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5 CORRELATION OF MASS AND LIGHT

In this section we examine the extent to which mass follows light
in our data. In order to do this, we cross-correlate the reconstructed
mass map with foreground galaxy density. We quantify the corre-
lation between mass and galaxies based on the Pearson cross cor-
relation coefficient. We smooth both foreground and convergence
maps with Gaussians; these smoothed maps are used to estimate
the Pearson cross correlation between foreground and convergence
maps as a function of smoothing scales as shown in Figure 8.
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Wide Field Lensing Mass Maps 7

Figure 8. Figure shows the Pearson cross correlation coefficient between
foreground and convegence maps as a function of smoothing scale. The
solid and dashed symbols show the E and B-mode correlations. The black
circles show the correlation between convergence and foreground galaxy
density with mr < 22.5 (FG). The red and green circles show the correla-
tion between foreground LRGs and the mass map for LRG-3 and LRG-0
samples. It can be seen that we have > 10s detection for mass - FG cor-
relation at all smoothing scales. Additionally, the B-mode correlation with
FG is consistent with zero at 1� 2s significant levels for all scales. The
large error for the LRG-0 is due to the low number density, because of the
strict selection. Errors are estimated based on bootstrap resampling of both
foreground and source galaxies.

5.2 Error estimation

In this section we describe the error estimation method for conver-
gence map, foreground map and the cross correlation coefficient
between the two. Error in the convergence maps include contri-
butions from both shape noise and measurement errors. For the
ground based surveys the latter is much smaller than the shape
noise. Therefore, it is safe to assume that the error on the mass
map is dominated by shape noise. To estimate this error we do the
following

(i) Generate a bootstrap sample Si (i = [1,NB]) which includes
Ns galaxies randomly picked from the background sample by re-
placement. This means that some galaxies may apear in Si more
than once.

(ii) Estimate mass maps (ki) from the bootstrap sample Si
(iii) Error in a given pixel of the mass map is given by the scatter

in all NB mass maps.

We set NB = 100 and Ns to the number of background galaxies.
It should be noted that the final error is not very sensitive to the
exact value of these parameters. It should be noted that in a shape
noise dominated mass map the average error per pixel can be es-
timated by randomizing the shears. This can be done by applying
random rotation while keeping the amplitude the same. However,
this method may not capture local variance in the map introduced
by the variation in the background source density [VV: This is a bit
strong statement which I learned from the tests of error analysis. I
am not quite sure I need to include this. ].

We estimate error in the foreground map similar to mass map.
During this process we generate 100 bootstrap samples each for

convergence and foreground map. This implies that we will be able
to make 10000 measurements for cross correlation using these sam-
ples. Scatter in these measurements gives the error in the cross cor-
relation. However, our final error estimate uses only 100 of those
measurements and we found that including more samples do not
improve the error estimate.

5.3 Cross-check with simulations

To verify that our measurements are consistent with what is ex-
pected, we perform several tests using the simulations. The main
purpose of these tests are are:

• understand the origin of the B-mode in the k maps
• understand what the level of the correlation coefficient means

under the same pixelization and smoothing scale
• estimate the effect on the correlation coefficient when the

galaxy density map is weighted by the lensing kernel [CWC: de-
pends on whether we are showing this for data]
• estimate the effect on the correlation coefficient from photo-

metric redshift errors

5.3.1 Mock galaxy catalog

We use a set of simulated galaxy catalogs in §5.3 developed by
Busha, Wechsler & Becker (2013). The properties of interest in
these the mock galaxy catalogs are the galaxy number counts, the
magnitude distribution, the lensing information (k and g) and the
galaxy intrinsic shape distribution. In Busha, Wechsler & Becker
(2013), these quantities have been validated against deep observa-
tional data. We describe here only the most relevant information
about the catalogs.

[CWC: talk about the ray-tracing, the resolution, the mag dis-
tribution is matched to...]

Note however, there are many real-world effects that are not
included in these simulations, such as depth variation, seeing vari-
ation, and photometric errors. As a result, we use the simula-
tions mainly as a sanity check to confirm that our measurements
are qualitatively consistent with the measurements in the data.
We defer to future work a more quantitative study on the mass-
mapping method, where more sophisticated image-level simula-
tions are used.

5.3.2 Simulation tests

We construct a sample similar to the SV data. For simplicity, a rect-
angular regain of the mock catalog of size 10⇥20 deg2 is used. The
square field eliminates any effects from masking, which helps in
isolating the specific questions above. The same cuts in Table 1 is
applied to the simulations to form a foreground and a background
sample. The simulated foreground sample after the cuts has a num-
ber density of 1.56/arcmin2 and the background 2.35/arcmin2. Note
that the background number density is mcuh lower than that in the
data, this is expected from the additional lensing cuts (S/N and size)
applied. We then randomly select a subset of the galaxies so that
the final galaxy number density in the simulation matches the data.
Next, we create the foreground density map and the background k

maps from these catalogs and and calculate the cross correlation
coefficient from these simulated maps as in §5. We consider the
same range of smoothing scales for the maps as shown in Figure 8.

The simulations provide us a controlled way of separating the
different sources of effects. We can construct the k maps from in

c� 0000 RAS, MNRAS 000, 000–000
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10 V. Vikram et al.

Figure 11. Example of maps used for systematics diagnostics. Left: kE map generated from ellipticity. Middle: shear map. Right: fractional difference from
mean galaxy number density of background sample. The map is created by binning the quantities into 5⇥5 arcmin2 pixels and smoothing with a Gaussian
kernel with 10 arcmin RMS. Note that to calculate the diagnostic statistics x

kE dg;q , we require all 17 maps to have the same mask. We also trim out 2 pixels
(10 arcminute) around the mask to eliminate the effect from the edges. This generates the holes in the maps seen in this plot.

Figure 12. x

kE dg;q values for q being all the quantities listed in Table 2. The red dashed line indicates the 10% level of the signal. The error bars come from
bootstrapping the galaxy catalogs 100 realisations. [CWC: TODO: the error bars are very tiny... does that make sense?][CWC: larger labels]

7 DISCUSSION AND CONCLUSIONS

• summarise main results
• summarise tests of systematics
• what still needs to be improved
• prospects for year one and full survey
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APPENDIX A: FOREGROUND SAMPLE SELECTION

As discussed in §3.2, we consider three factors that can affect the
selection of our foreground sample – spatial variation in depth, spa-
tial variation in seeing, and photometric redshift errors. If not taken
care of, these effects will result in apparent spatial variation of the
foreground galaxy number density that is not due to the intrinsic
clustering of galaxies. Below we describe tests for each of these
and determine a set of selection criteria based on the analysis.

A1 Depth variation

Spatial variation in depth of the images can cause the apparent
galaxy number density to vary, as more or less galaxies survive
the detection threshold. We like to construct a foreground galaxy
sample which minimises this varying depth effect. A simple solu-
tion is to place a magnitude cut slightly shallower than the limiting
magnitude in all of the areas considered, so that the sample is close
to complete in that magnitude range.

In the upper panel of Figure A1 we plot the 10s galaxy limit-
ing magnitude calculated from the SV-A1 gold catalog in the area
of interest. We see a strong spatial dependence in the limiting mag-
nitude, where the edges of the field are shallower. In the lower panel
we show the distribution of the limiting magnitude. By placing a
magnitude cut at r < 22.5, we have 97.7% of the area that are com-
plete to this magnitude limit, which is sufficient for our propose.
Note also that the 2.3% area that is shallower appears on the very
edges of the field, which become masked in out analysis. [CWC:
remake the plot with the actual area we use, which will trim out the
very shallow regions.]

c� 0000 RAS, MNRAS 000, 000–000

Vikram, Chang, Jain, Bacon et al (DES Collaboration) in prep 



Weak Lensing in the next Decade 

•  Introduction to Cosmic Shear for dark energy 
•  Potential limitations  

– Shear measurement 
–  Intrinsic alignments 
– Photozs 

•  Future surveys 
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Cosmic Shear: Potential systematics 

Shear measurement 

Photometric redshifts 

Intrinsic alignments 

Accuracy of predictions 
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Cosmic Shear 

Real data: 
gi~0.03 

gi~0.2 



Atmosphere and Telescope 

Convolution with kernel 

Real data: Kernel size ~ Galaxy size 



Pixelisation 

Sum light in each square 

Real data: Pixel size ~ Kernel size /2 



Noise 

Mostly Poisson. Some Gaussian and bad pixels. 
Uncertainty on total light ~ 5 per cent 



Bridle et al 2010 



A typical galaxy image  
for cosmic shear 

Intrinsic galaxy shape 
b/a ~ 0.5 
 
Uncertainty due to noise 
σb/a ~ 0.5 
 
Modification due to lensing 
Δb/a ~ 0.05 
 
Effect of changing w by 1% 
δb/a ~ 0.0005 
 
 
 



GREAT08 Results in Detail 

Bridle et al 2010 

See also GREAT10 Kitching et al, and GREAT3 Rowe, Mandelbaum et al 



m3shape Shear Measurement Code 

Tomek Kacprzak Barney Rowe Michael Hirsch Sarah Bridle Lisa Voigt Joe Zuntz 

•  Forward model and fit 
•  Default: Galaxy is sum of two co-

elliptical Sersics; PSF is Moffat 
•  Default: Maximum Likelihood.  
•  Takes about 1 second per galaxy 

Zuntz, …, SB et al 2013 



What causes the bias? 
For model fitting methods 

•  Noise bias  
– Refregier, SB et al; Kacprzak, SB et al 2012 
– Maximum likelihood methods are biased 
– Calibration works well enough 

•  Model bias  
– Voigt & Bridle 2009 
– e.g use wrong profile in fit  
– e.g. use elliptical isophote model in fit 



Noise Bias 
Many identical images with different noise 



Bias disappears at high S/N 
Above requirements at low S/N 



What causes the bias? 
For model fitting methods 

•  Noise bias  
– Refregier, SB et al; Kacprzak, SB et al 2012 
– Maximum likelihood methods are biased 
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•  Model bias  
– Voigt & Bridle 2009 
– e.g use wrong profile in fit  
– e.g. use elliptical isophote model in fit 



But galaxies aren’t simple… Galaxy Models

Actual galaxyModel galaxy



The effect of realistic galaxy shapes Model Bias

• Measure with sims 
from HST data

• Bias for red and blue 
galaxies shown 

• DES 5-year requires 
mean m < 0.005

Plots from Tomasz Kacprzak



Impact on dark energy constraints 

• Simulate for different redshifts

• Find that we are within or close to  
requirements for all our bins!

Plots from Tomasz Kacprzak

Kacprzak, SB, et al 2013 
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Realistic galaxies
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Control

Realistic galaxies

Variable PSFs

Multi-epoch

Everything

GREAT3 challenge structure

10 fields, split into 20 subfields

Fig 5. A schematic of the GREAT3 branch structure.

when the PSF size varies (which means that galaxies that are smaller might
be simulated in one image but not another, see §5.1).

4.2. Overall information. Given the challenge branch structure in Fig. 5,
we estimate a total data volume of 2 TB (still to be finalized). This figure
is dominated by the 8 multi-epoch branches. Participants may choose to
submit results to any or all of those branches at their own discretion, and
likewise can download any subset of the data that they wish. The preferred
method of getting the data is via download from our server or its US mirror,
however for a limited number of people for whom this is not feasible, we can
supply a hard drive with the simulations.

The challenge will be carried out as a competition, with a separate leader
board for each branch evaluated according to metrics described in §4.4, and
an overall leader board with rankings determined based on a combination
of results from the individual leader boards as described in Appendix C.2.
There are prizes for the first and second place winning teams (§C.1) of the
overall challenge leader board.

Detailed rules for the challenge are listed in Appendix C. Here, we sum-
marize the online resources related to the challenge:

• Webpage with leader boards, information on downloading the sim-
ulated data, basic information about shear conventions, submission
format, and simulation file formats:

From the GREAT3 Challenge Handbook (Mandelbaum, Rowe, et al 2013) 
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Fig 7. Left: The optical PSF (no atmospheric contribution) for the ground-based “variable
PSF” branch at 5⇥ 5 grid positions across a simulated FOV, going all the way to the edge
where aberrations are large. Right: Same as left, for the space-based model. Both are shown
on a logarithmic scale. These include some (stochastic) added aberrations at a level used
for the challenge. The space-based optical PSF model is more constant across the field than
the ground-based model because of di↵erent assumed field-dependent aberrations.

model all aberrations are represented, but defocus is most important (mo-
tivated by the realistic ground-based optical PSF model). As is commonly
the case, the size of the additional aberrations is a factor of several higher
for the ground-based PSF than for the space-based PSF.

5.2.2. Atmospheric PSFs. Atmospheric turbulence is the primary con-
tributor to the PSF in ground-based data. Our model for the ground-based
PSF is that of a large (� 2 m) ground-based telescope taking long exposures
without adaptive optics. To properly simulate the profile and the spatial
variation of the atmospheric PSFs, we consider the following construction
based on a combination of high-fidelity atmospheric turbulence simulations
and observational data. Further technical details regarding the design of our
atmospheric PSFs can be found in Appendix G.

We invoke the LSST Image Simulator17 (PhoSim, LSST Science Collab-
orations and LSST Project, 2009; Connolly et al., 2010; Peterson et al.,
in prep.), a high-fidelity photon ray-tracing image simulation tool, for this
purpose. PhoSim adopts an atmospheric turbulence model similar to that
used in the adaptive optics (AO) community (Roggemann and Welsh, 1995;

17
https://dev.lsstcorp.org/trac/wiki/IS_phosim

From the GREAT3 Challenge Handbook (Mandelbaum, Rowe, et al 2013) 



Typical DES data – multiple exposures Running+Joseph’s+code+

29/08/2013+ 16+

Image+

Model+

Weight+

Residuals+

DESDM data, PSFs; im3shape fit (Zuntz, Hirsch, Kacprzak, Rowe, MacCrann, Bridle) 



How to deal with overlaps? 

target
interloper

model

mask
removes
interloper

lovely
residuals

Successful fits

DESDM data, PSFs; im3shape fit (Zuntz, Hirsch, Kacprzak, Rowe, MacCrann, Bridle) 



Weak Lensing in the next Decade 

•  Introduction to Cosmic Shear for dark energy 
•  Potential limitations  

– Shear measurement 
–  Intrinsic alignments 
– Photozs 

•  Future surveys 



Cosmic shear 



Gravitationally 
sheared 

Gravitationally 
sheared 

Lensing by dark matter  causes galaxies to 
appear aligned 

Cosmic shear 
Face-on view 



Intrinsic alignments (II) 

Lensing contaminant pointed out by Croft & Metzler 2000; Heavens et 
al 2000; Catelan et al 2001 then investigated by Crittenden et al 2001, 

Mackey et al. 2002; Jing 2002; Hui & Zhang 2002 



Tidal stretching causes galaxies to align 
Adds to cosmic shear signal 

Intrinsically 
Aligned (I) 

Intrinsically 
Aligned (I) 

Intrinsic alignments (II) 
Face-on view 



Intrinsic-shear correlation (GI) 

Hirata & Seljak 2004 
See also Heymans et al 2006, Mandelbaum et al 2006, 

Hirata et al 2007 



Galaxies point in opposite directions 
Partially cancels cosmic shear signal 

Gravitationally 
sheared (G) 

Intrinsically 
aligned (I) 

Intrinsic-shear correlation (GI) 
Face-on view 



Cosmic 
Shear 

Intrinsic 
Alignments (IA) 

Normalised to Super-COSMOS 
Heymans et al 2004 



If consider only w 
then IA bias on w 
is ~10% 

If marginalise 6  
cosmological 
parameters 
then IA bias on w  
is ~100% (+/- 1 !) 

Intrinsic 
Alignments (IA) 
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Figure 2. 95% confidence limits on the dark energy parame-
ters w0 and wa for the IA implementation from this work [blue
contour] and the biased constraints if it is assumed that IAs do
not exist but in fact the new implementation [black contour], the
HS10NL implementation [green contour] or the HS04NL imple-
mentation [off plot, direction indicated by red arrow] are true. The
cosmological bias is given by the offset between each displaced
contour and the fiducial values of (−1, 0) [black cross]. Results
are presented for an observable data vector of shear-shear (ϵϵ)
correlations only. It is assumed that we enjoy perfect knowledge
of the IA contribution for each implementation.

∼ 8σFM for the HS10NL implementation and ∼ 30σFM for
the HS04NL model.

So far we have not taken into account any uncertainty
in the IA model, but assumed they are zero in the param-
eter fitting, whichever model we employ to describe them
in the true model. In reality, we are aware that our knowl-
edge of IAs from simulations and observations is still de-
veloping and relatively uncertain. The case is similar for
galaxy bias, introduced in section 2.2, and employed be-
low. To parameterise our ignorance of both effects and their
cross-correlations we use a grid of nuisance parameters

X = AXQX(k, z), (22)

where AX is a constant amplitude parameter, free to vary
about a fiducial value of 1, and QX(k, z) is a grid of Nk×Nz

nodes logarithmically spaced in k/z space, each of which
is allowed to vary independently around a fiducial value
of 1. A final smooth grid is created by spline interpola-
tion over the values of the grid nodes. For more details of
this nuisance parameter grid see Joachimi & Bridle (2009),
Laszlo et al. (2011), Kirk et al. (2011). This was inspired by
the marginalisation of ? which led to the grid implementa-
tion in Joachimi & Bridle (2009).

We define four sets of nuisance parameters which each
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Figure 3. 95% confidence limits on the dark energy parameters
w0 and wa for the IA implementation from this work [blue con-
tours] and the biased constraints if the old HS04NL implementa-
tion is assumed [red contours]. The cosmological bias is given by
the offset between the displaced contour and the fiducial values of
(−1, 0) [black dotted lines]. Results are presented for an observ-
able data vector of shear-shear (ϵϵ) correlations alone [left-hand
panels] and the full combination of shear-shear,shear-position and
position-position (ϵϵ + nϵ + nn) correlations [right-hand panels].
Each probe combination is shown for the case of perfect knowl-
edge of IAs and galaxy bias [top panels] and for the case where our
ignorance is accounted for by marginalisation over the nuisance
parameter grid with Nk = Nz = 7 [bottom panels].

take the form of this grid,

bI(k, z) = AbIQbI (k.z) (23)

bg(k, z) = AbgQbg(k.z) (24)

rI(k, z) = ArIQrI (k.z) (25)

rg(k, z) = ArgQrg(k.z). (26)

The “b” terms can be understood as bias terms between
the power spectrum of a field X and the matter power spec-
trum, i.e.:

PXX(k, z)
Pδδ(k, z)

= b2X(k, z) (27)

and “r” terms are biasing terms which arise in cross-
correlations, i.e.:

PXY (k, z)
Pδδ(k, z)

= bX(k, z)rX(k, z)bY (k, z)rY (k, z). (28)

The “b” and “r” terms are both functions of the clustering
and stochastic bias as described in Dekel & Lahav (1999).

These sets of nuisance parameters then appear, in differ-
ent combinations, in each angular power spectrum integral

c⃝ 2009 RAS, MNRAS 000, 1–12

We can’t ignore IAs 

Kirk, Rassat, Host, Bridle 1112.4752 



Use of shear-position correlations 

Shear-shear correlations 
- Measure mostly dark matter 

Shear-position correlations 
- Measure mostly intrinsic alignments 

Position-position correlations 
- Traditional galaxy survey observable 



Joint Constraints from Position 2-point 
Observables 

Bernstein 2009, Joachimi & Bridle 2010 

Cosmic shear Intrinsic Alignments 

Galaxy clustering Cosmic magnification 

Shear-position correlation function 

Angular power spectra are sourced by underlying 3D power spectra: 
Dark matter P(k), galaxy P(k), IA P(k), galaxy-DM cross, IA-DM cross 



Marginalised over 100 parameters 
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low. To parameterise our ignorance of both effects and their
cross-correlations we use a grid of nuisance parameters
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where AX is a constant amplitude parameter, free to vary
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is allowed to vary independently around a fiducial value
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Figure 3. 95% confidence limits on the dark energy parameters
w0 and wa for the IA implementation from this work [blue con-
tours] and the biased constraints if the old HS04NL implementa-
tion is assumed [red contours]. The cosmological bias is given by
the offset between the displaced contour and the fiducial values of
(−1, 0) [black dotted lines]. Results are presented for an observ-
able data vector of shear-shear (ϵϵ) correlations alone [left-hand
panels] and the full combination of shear-shear,shear-position and
position-position (ϵϵ + nϵ + nn) correlations [right-hand panels].
Each probe combination is shown for the case of perfect knowl-
edge of IAs and galaxy bias [top panels] and for the case where our
ignorance is accounted for by marginalisation over the nuisance
parameter grid with Nk = Nz = 7 [bottom panels].

take the form of this grid,

bI(k, z) = AbIQbI (k.z) (23)

bg(k, z) = AbgQbg(k.z) (24)

rI(k, z) = ArIQrI (k.z) (25)

rg(k, z) = ArgQrg(k.z). (26)

The “b” terms can be understood as bias terms between
the power spectrum of a field X and the matter power spec-
trum, i.e.:

PXX(k, z)
Pδδ(k, z)

= b2X(k, z) (27)

and “r” terms are biasing terms which arise in cross-
correlations, i.e.:

PXY (k, z)
Pδδ(k, z)

= bX(k, z)rX(k, z)bY (k, z)rY (k, z). (28)

The “b” and “r” terms are both functions of the clustering
and stochastic bias as described in Dekel & Lahav (1999).

These sets of nuisance parameters then appear, in differ-
ent combinations, in each angular power spectrum integral

c⃝ 2009 RAS, MNRAS 000, 1–12

Kirk, Rassat, Host, Bridle 1112.4752 
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low. To parameterise our ignorance of both effects and their
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is allowed to vary independently around a fiducial value
of 1. A final smooth grid is created by spline interpola-
tion over the values of the grid nodes. For more details of
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Figure 3. 95% confidence limits on the dark energy parameters
w0 and wa for the IA implementation from this work [blue con-
tours] and the biased constraints if the old HS04NL implementa-
tion is assumed [red contours]. The cosmological bias is given by
the offset between the displaced contour and the fiducial values of
(−1, 0) [black dotted lines]. Results are presented for an observ-
able data vector of shear-shear (ϵϵ) correlations alone [left-hand
panels] and the full combination of shear-shear,shear-position and
position-position (ϵϵ + nϵ + nn) correlations [right-hand panels].
Each probe combination is shown for the case of perfect knowl-
edge of IAs and galaxy bias [top panels] and for the case where our
ignorance is accounted for by marginalisation over the nuisance
parameter grid with Nk = Nz = 7 [bottom panels].

take the form of this grid,

bI(k, z) = AbIQbI (k.z) (23)

bg(k, z) = AbgQbg(k.z) (24)

rI(k, z) = ArIQrI (k.z) (25)

rg(k, z) = ArgQrg(k.z). (26)

The “b” terms can be understood as bias terms between
the power spectrum of a field X and the matter power spec-
trum, i.e.:

PXX(k, z)
Pδδ(k, z)

= b2X(k, z) (27)

and “r” terms are biasing terms which arise in cross-
correlations, i.e.:

PXY (k, z)
Pδδ(k, z)

= bX(k, z)rX(k, z)bY (k, z)rY (k, z). (28)

The “b” and “r” terms are both functions of the clustering
and stochastic bias as described in Dekel & Lahav (1999).

These sets of nuisance parameters then appear, in differ-
ent combinations, in each angular power spectrum integral

c⃝ 2009 RAS, MNRAS 000, 1–12

Marginalised over 100 parameters 
With shear-position correlations 

Kirk, Rassat, Host, Bridle 1112.4752 
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∼ 8σFM for the HS10NL implementation and ∼ 30σFM for
the HS04NL model.

So far we have not taken into account any uncertainty
in the IA model, but assumed they are zero in the param-
eter fitting, whichever model we employ to describe them
in the true model. In reality, we are aware that our knowl-
edge of IAs from simulations and observations is still de-
veloping and relatively uncertain. The case is similar for
galaxy bias, introduced in section 2.2, and employed be-
low. To parameterise our ignorance of both effects and their
cross-correlations we use a grid of nuisance parameters

X = AXQX(k, z), (22)

where AX is a constant amplitude parameter, free to vary
about a fiducial value of 1, and QX(k, z) is a grid of Nk×Nz

nodes logarithmically spaced in k/z space, each of which
is allowed to vary independently around a fiducial value
of 1. A final smooth grid is created by spline interpola-
tion over the values of the grid nodes. For more details of
this nuisance parameter grid see Joachimi & Bridle (2009),
Laszlo et al. (2011), Kirk et al. (2011). This was inspired by
the marginalisation of ? which led to the grid implementa-
tion in Joachimi & Bridle (2009).

We define four sets of nuisance parameters which each
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Figure 3. 95% confidence limits on the dark energy parameters
w0 and wa for the IA implementation from this work [blue con-
tours] and the biased constraints if the old HS04NL implementa-
tion is assumed [red contours]. The cosmological bias is given by
the offset between the displaced contour and the fiducial values of
(−1, 0) [black dotted lines]. Results are presented for an observ-
able data vector of shear-shear (ϵϵ) correlations alone [left-hand
panels] and the full combination of shear-shear,shear-position and
position-position (ϵϵ + nϵ + nn) correlations [right-hand panels].
Each probe combination is shown for the case of perfect knowl-
edge of IAs and galaxy bias [top panels] and for the case where our
ignorance is accounted for by marginalisation over the nuisance
parameter grid with Nk = Nz = 7 [bottom panels].

take the form of this grid,

bI(k, z) = AbIQbI (k.z) (23)

bg(k, z) = AbgQbg(k.z) (24)

rI(k, z) = ArIQrI (k.z) (25)

rg(k, z) = ArgQrg(k.z). (26)

The “b” terms can be understood as bias terms between
the power spectrum of a field X and the matter power spec-
trum, i.e.:

PXX(k, z)
Pδδ(k, z)

= b2X(k, z) (27)

and “r” terms are biasing terms which arise in cross-
correlations, i.e.:

PXY (k, z)
Pδδ(k, z)

= bX(k, z)rX(k, z)bY (k, z)rY (k, z). (28)

The “b” and “r” terms are both functions of the clustering
and stochastic bias as described in Dekel & Lahav (1999).

These sets of nuisance parameters then appear, in differ-
ent combinations, in each angular power spectrum integral

c⃝ 2009 RAS, MNRAS 000, 1–12



Impact of Intrinsic Alignments on 
Survey Design 

Flatter dependence on area 
Because intrinsic alignments dominate at low redshift 
Same conclusion for dark energy or modified gravity 

No Intrinsic Alignments With Intrinsic Alignments 

Figure  
of Merit 

Kirk, Laszlo, Bridle, Bean 2011 



Weak Lensing in the next Decade 

•  Introduction to Cosmic Shear for dark energy 
•  Potential limitations  

– Shear measurement 
–  Intrinsic alignments 
– Photozs 

•  Future surveys 



DES + VISTA 
griz+YJHKs filters 

10σ Limiting Magnitudes 
  Y  22.45 
  J  22.15 
  H  21.65 
  Ks  21.15 

Field Galaxy Photo-z Results 
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DES and VDES 
DES (griz) DES+VISTA(JK) 

JK would improve photo-z by a factor of 2 for z> 1 

F. B. Abdalla, J. Lalli, O. Lahav, et al.  

JK would improve photo-z by a factor of 2 for z> 1 



How good to photozs have to be? 

•  Measure Pκ	


•  If all other cosmological parameters fixed.. 
|w| / zs

1.6 / 0.31 = zs
5 

•  If want |w| to 1 per cent accuracy, to what 
accuracy must zs be known? 

•   Δ w  =  5 Δ zs 

•   Δ zs = Δ w / 5  = 0.01 / 5 = 0.002 
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Which is more important zbias or σz ? 

A.  zbias 
B.  Equal 
C.  σz 
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What Δ zbias is acceptable? 

A. B. C. D. 

1.01 

1.10 

1.50 
1.70 

1.80 



How many spectra are needed? 

•   Δ zbias ~ 0.003 
•   σz ~ 0.1 
•  Nµ

spec = number per redshift interval 
– A.  10        B. 100      C. 1000 

•  Total spectra ~ 104 



Calculate # spectra for LSST 

•  nA ~55 
•  fsky ~ 0.75 
•   Δ zbias ~ 0.3 x 0.003 ~ 0.0001 
•  N per z interval ~ 10 000 

Δ zbias
fid 



Weak Lensing in the next Decade 

•  Introduction to Cosmic Shear for dark energy 
•  Potential limitations  

– Shear measurement 
–  Intrinsic alignments 
– Photozs 

•  Future surveys 



Upcoming weak lensing surveys 

Survey Start End Area  
/ sq deg 

# galaxies  
/ sq arcmin 

KIDS 2012 2016 1500 ~12 

DES 2013 2018 5000 ~12 

HSC 2014 2019? 1500 ~20 

Euclid 2020 2025 15 000 ~30 

LSST 2021 2031 >10 000 ~30 

Also WFIRST and SKA 



The Future 

JDEM 

WFIRST 

HSC 

SKA 



Rachel'Bean,'Tes-ng'Gravity,'Vancouver,'January'2015'

Upcoming Surveys:  
Different strengths & systematics 

Starts,'dura-on'

WFIRST'AFTA)

~2023,'5A6'yr'

Imaging/'
'weak'lensing'

(0<z<2.)'

68'gal/arcmin2'
3'bands'

927A2000nm'

BAO/RSD'

20m'Hα'ELGs'
z'='1–2,'

2m'[OIII]'ELGS''
z'='2–3'

Spec.'res.'Δλ/λ# 550A800'(slitless)'

Diameter'(m)# 2.4'

FoV'(deg2)' 0.281'

Spec.'range # 1.35-1.95 µm''

Area'(deg2)' 2,400'(S)'

pixel'(arcsec)' 0.12'

Euclid)

2020'Q2,'7'yr'

30A35'gal/arcmin2'
1'broad'vis.'band'
550–'900'nm''

~20A50m'Hα'ELGs'
Z~0.7A2.1''

250'(slitless)'

1.3'

0.54'

1.1A2'µm''

15,000'(N'+'S)'

0.13'

Stage)IV) DESI) LSST)

~2018,'5'yr' 2020,'10'yr'

~30'gal/arcmin2'
5'bands'

320A1080'nm'

20A30m'LRGs/[OII]'
ELGs'0.6'<'z'<'1.7,'

1m'QSOs/Lya'1.9<z<4'

3A4000'(Nfib=5000)'

4'(less'1.8+)' 6.7'

7.9' 10'

360A980'nm'

14,000'(N)' 20,000'(S)'

0.7'

SN1a'
2700'SN1a''
z'='0.1–1.7'

IFU'spectroscopy'

104A105'SN1a/yr'
z'='0.–0.7'

photometric'

(based'on'publicly'available'data)'
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Euclid 
Consortium Euclid: ESA dark energy mission 

Euclid has been selected by ESA for a 
launch in 2020 to L2 from where it will 
survey the sky for 6 years. Its primary 
cosmology probes, which drive the design, 
are: 
 
-  Weak lensing by large scale structure 
-  Clustering of galaxies 

Euclid will image the 

-  best 1/3 of the sky (15000 deg2) 
-  similar resolution at HST in optical 
-  NIR imaging in 3 filters (YJH) 
-  Images for 2x109 galaxies 
 
and carry out an unprecedented (slitless) 
redshift survey with  
 
-  NIR spectra for ~2.5x107 galaxies (0.9<z<1.8) 
-  Spectral resolution R~250 (1.25-1.80µm) 

Slide from Henk Hoekstra. And see upcoming panel discussion with Yannick Mellier  
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Euclid 
Consortium Euclid is “SDSS” at z~1 Why will Euclid be great?Why will Euclid be great?

“M51”: “M51”: 

SDSS @ z=0.1SDSS @ z=0.1Euclid @ z=0.1Euclid @ z=0.1 Euclid @ z=0.7Euclid @ z=0.7

Euclid images of z~1Euclid images of z~1 galaxies will have the galaxies will have the same same 

resolution as resolution as SDSS images at z~0.05SDSS images at z~0.05 and be at and be at 

least 3 magnitudes deeper.least 3 magnitudes deeper.

Euclid images of z~1 galaxies will have the same resolution as SDSS images at 
z~0.05 and will be at least 3 magnitudes deeper.    

M51 seen at different redshift   

Slide from Henk Hoekstra. And see upcoming panel discussion with Yannick Mellier  
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Weak lensing with the Square Kilometre Array M. L. Brown

Table 1: Observational parameters used to produce the power spectrum and cosmological parameter fore-
casts in Figs. 1–4.

Survey Asky (deg2) ngal (arcmin�2) zm

SKA1-early 1000 3.0 1.0
VST-KiDS 1500 7.5 0.6
SKA1 5000 2.7 1.0
DES 5000 6.0 0.6
SKA2 30940 10 1.6
Euclid 15000 30 0.9

full SKA1 surveying 5000 deg2, and a SKA2 survey covering 3p steradians. To generate these
forecasts, we have adopted the performance specifications for SKA1 outlined in Braun (2013).
In particular, we have modeled the performance of Band 2 of the SKA-Mid facility as under the
current baseline design, this telescope and frequency band combination provides the most powerful
survey speed for the high angular resolution observations required for weak lensing. We have
further assumed an object detection threshold of S/N > 10 and an angular resolution requirement
of qres = 0.5 arcsec. To model the redshift and flux dependence of the source population, we have
made use of the SKA Design Studies (SKADS) simulations of Wilman et al. (2008), updated to
match the galaxy number counts observed in the deepest radio surveys performed to date (Muxlow
et al. 2005; Morrison et al. 2010; Schinnerer et al 2010). We have also assumed an RMS dispersion
in intrinsic galaxy ellipticities of grms = 0.3.

For comparison on these plots, we also show the corresponding forecasts for optical weak
lensing surveys that will be conducted over similar survey areas and on comparable timescales.
Specifically, we consider the VST-KiDS (de Jong et al. 2013), the Dark Energy Survey7 and the
Euclid satellite mission (Laureijs et al. 2011). The observational parameters adopted to produce
these forecasts are summarized in Table 1. In all cases, the radio surveys extend to higher redshift
than the corresponding optical probes. They thus hold the potential to probe the power spectrum at
higher redshift providing a more sensitive lever arm with which to constrain the growth of structure
over cosmic time.

Fig. 4 presents forecasted constraints on the matter density (Wm) and matter power spectrum
normalization (s8) cosmological parameters for the same envisaged SKA surveys as were adopted
to generate Figs. 1–3. Note that these forecasts are presented for the case of the standard 6-
parameter LCDM model and no prior information is assumed – that is the projected constraints
are coming solely from the envisaged SKA weak lensing survey.

To generate the constraints, we have computed a simple shear power spectrum covariance
matrix from Takada & Jain (2004), and we use the COSMOSIS cosmological parameter estima-
tion code (Zuntz et al. 2014) to compute power spectra, parameter constraints, and marginalised
contours. Note that no systematic errors are included in the analysis; errors are purely statistical.
However, we have attempted to take into account anticipated knowledge and uncertainties regard-

7http://www.darkenergysurvey.org
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See GravityCam  
Poster by Valentin 
Ivanov 
 
Also here are other 
GravityCam team 
members Ivo 
Saviane, and Don 
Pollacco 



See GravityCam poster by Valentin Ivanov 
 



Two&spectroscopic&needs&for&photo:z&work:&

training&and&calibraWon

• For&weak&lensing&and&supernovae,&individual:object&photo:z's&do&
not&need&high&precision,&but&the&calibraWon&must&be&accurate&&:&

bias&and&errors&need&to&be&extremely&well:understood

– uncertainty$in$bias,&σ(δz)=&σ(<zp&–zs>),&and&in&sca1er,&σ(σz)=&σ
(RMS(zp&–zs)),&must&both&be&<~0.002(1+z)&for&Stage&IV

Zhan 2006

• Be1er&training&of&algorithms&using&

objects&with&spectroscopic&redshiJ&

measurements&shrinks&photo:z&

errors&and&improves&DE&constraints,&

esp.&for&BAO&and&clusters

– Training&datasets&will&contribute&

to&calibraWon&of&photo:z's.&&

~Perfect&training&sets&can&solve&

calibraWon&needs.

Slide from Jeff Newman – see  http://arxiv.org/abs/1309.5384 for more details 



Biggest&concern:&incompleteness&in&training&sets

• In&current&deep&redshiJ&surveys&
(to&i~22.5/R~24),&25:60%&of&
targets&fail&to&yield&secure&
(>95%&confidence)&redshiJs

• RedshiJ&success&rate&depends&
on&galaxy&properWes&:&losses&
are&systemaWc,&not&random

• EsWmated&need&99:99.9%&
completeness&to&prevent&
systemaWc&errors&in&calibraWon&
from&missed&populaWons

Data from DEEP2 (Newman et al. 
2013) and zCOSMOS (Lilly et al. 
2009)

Slide from Jeff Newman – see  http://arxiv.org/abs/1309.5384 for more details 



What&qualiWes&do&we&desire&in&training&spectroscopy?

• SensiWve&spectroscopy&of&~30,000&faint&objects&(to&i=25.3&for&LSST)

:&Needs&a&combinaWon&of&large&aperture&and&long&exposure&Wmes

• High&mulWplexing

:&Required&to&get&large&numbers&of&spectra

• Coverage&of&full&ground:based&spectral&window

:&Ideally,&from&below&4000&Å&to&~1.5μm

• Significant&resoluWon&(R=λ/Δλ>~4000)&at&red&end

&:&Allows&secure&redshiJs&from&[OII]&3727&Å&line&at&z>1

• Field&diameters&>&~20&arcmin

:&Need&to&span&several&correlaWon&lengths&for&accurate&clustering

• Many&fields,&>~15&

:&To&miWgate&sample/cosmic&variance)

Slide from Jeff Newman – see  http://arxiv.org/abs/1309.5384 for more details 



3&Ways&to&address&spectroscopic&incompleteness&&–&all&

may&be&feasible&

I. Throw&out&objects&lacking&secure&photo:z$calibraWon

− ID&regions&in&e.g.&ugrizy&space&where&redshiJ&failures&
occurred

− EliminaWng&a&fracWon&of&sample&has&modest&effect&on&FoM

:&Not&yet&known&if&sufficiently&clean&regions&exist

II. Incorporate&addiWonal&informaWon&

− Longer&exposure/wider&wavelength&range&spectroscopy&

(JWST,&etc.)&for&objects&that&fail&to&give&redshiJs&in&first&try

&:&Not&yet&known&if&will&yield&sufficient&completeness

− Develop&comprehensive&model&of&galaxy&spectral&evoluWon&

constrained&by&redshiJs&obtained

&&&:&A&major&research&program,&not&there&now

III. Cross:correlaWon&techniques

Slide from Jeff Newman – see  http://arxiv.org/abs/1309.5384 for more details 



Spectroscopic&requirements&for&cross:correlaWon&
methods

•&Want&>100k&objects&over&>100&
sq.&degrees,&spanning&redshiJ&
range&of&photometric&sample

•&>500&square&degrees&of&
overlap&with&DESI:like&survey&
sufficient&for&cross:correlaWon&
calibraWons&to&Stage&IV&
requirements

•&Expected&~3000&deg2&overlap&
is&comparable&to&100%&
complete&sample&of&100k&
spectra&with&no&false&z's! Snowmass*White*Paper:*Spectroscopic*

Needs*for*Imaging*DE*Experiments

Slide from Jeff Newman – see  http://arxiv.org/abs/1309.5384 for more details 
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Conclusions 
•  Cosmic shear has the greatest potential to 

uncover nature of dark energy 
•  New field – challenging systematics 

– Shear measurement 
– Photoz measurement 

•  Very exciting decade for cosmic shear  
– LSST, Euclid, WFIRST 

•  Spectroscopic followup will extend the 
potential of these surveys 



Wavelength Dependence of the PSF 

Cypriano, Amara, Voigt, Bridle et al 2010 



Weak LAensing in the next Decade 

•  Introduction to Cosmic Shear for dark energy 
•  Potential limitations  

– Shear measurement 
–  Intrinsic alignments 
– Photozs 

•  Future surveys 



http://www.lsst.org/News/enews/first-blast-201104.html 



LSST Basics

8.4m mirror
9.6 sq deg FOV
20,000 deg of sky
1000 visits per field
filters: ugrizY 
320 - 1035 nm
r ~24.7 in single visit, ~27.7 stacked depth
3.2 Gpix camera
~0.01 mag precision photometry



Big Collaboration – a subset in Tucson Arizona Aug 2014 



Big Data Challenges in LSST 
•  Image simulations 
•  Real-time image processing -Transient alerts 
•  Rapid image processing 

–  Imaging solar system objects 
– Supernovae, gamma-ray bursts, new objects 

•  High precision image processing 
– Weak lensing, photometric redshifts 

•  Catalogue search  
– Tidal streams falling into the Milky Way 
– New types of galaxy 



Summary 

•  Cosmic shear the greatest potential of all for DE 

•  Discrepancy between CFHTLenS and Planck 

•  Shear measurement is hard 

•  Dark Energy Survey early data now in 

•  Large Synoptic Survey Telescope (LSST) now 
expanding internationally 
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The Dark Energy Survey 

•  Survey project using 4 
complementary techniques: 

         I. Cluster Counts 
      II. Weak Lensing 
      III. Large-scale Structure 
      IV. Supernovae 

•    Two multiband surveys: 
       5000 deg2 grizY to 24th mag 
       30 deg2 repeat (SNe) 

•    Build new 3 deg2 FOV camera 
    and Data management system 
       Survey 2013-2018 (525 nights) 
        Facility instrument for Blanco 
         
       
                  

Blanco 4-meter at CTIO 



DES Collaboration 

99 

Fermilab, UIUC/NCSA, University of Chicago, 
LBNL, NOAO, University of Michigan, 
University of Pennsylvania, Argonne National 
Laboratory, Ohio State University, Santa-
Cruz/SLAC Consortium, Texas A&M 

120+ scientists 
12+ institutions 

Observatorio Nacional, 
CBPF,Universidade Federal do Rio 
de Janeiro, Universidade Federal do 
Rio Grande do Sul 

Brazil Consortium: 

UK Consortium: 
UCL, Cambridge, Edinburgh, 
Portsmouth, Sussex, Nottingham 

Spain Consortium: 
CIEMAT, IEEC, IFAE 

CTIO 

The DES is an international 
project to “nail down” the dark 
energy equation of state. 
 

Funding from DOE, NSF and 
collaborating institutions and 
countries 
 

T
h
e 
li

Ludwig-Maximilians Universität LMU 
ET Zurich 



THE DES COLLABORATION 
(~300 scientists from 6 countries) 
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DES Science Committee  
•  SC Chair: O. Lahav, G. Bernstein 
•  Large Scale Structure: E. Gaztanaga & A. Ross 
•  Weak Lensing:  S. Bridle & B. Jain 
•  Clusters:   J. Mohr & C. Miller 
•  SN Ia: M. Sako & B. Nichol 
•  Photo-z: F. Castander & H. Lin  
•  Simulations: G. Evrard & A. Kravtsov 
•  Galaxy Evolution: D. Thomas & R. Wechsler   
•  QSO: P. Martini & R. McMahon  
•  Strong Lensing: L. Buckley-Geer & A. Amara 
•  Milky Way: B. Santiago & B. Yanny 
•  Theory & Combined Probes: S. Dodelson & J. Weller 
•  + Spectroscopic task force: F. Abdalla & A. Kim 
•  + Ad-hoc Committees 



>200 Scientists across the world, in 23 institutes 
1 year ago at Eden Roc 



Jan. 19, 2012 

   Optical corrector assembly at CTIO 
 

By Jan. 20th we had confirmed that 
everything is within specifications! 
 
 

Peter Doel, Mich Antonik and 
David Brookes from UCL 
assembling the DECam optical 
corrector 
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DES First Light 

Fornax Cluster 

NGC 1365 

 
0.8” images recorded within 
first few nights of first light! 



DES survey footprint 

5000 sq deg survey to be covered: 1st year strategy is to cover 
~2500 sq deg in 4 tilings overlapping SPT, VHS, BOSS 



          DES Seeing (mid Dec 2013)  
Accepted median FWHM (arcsec)  

1.09 (g), 0.89 (r), 0.85 (i)  0.82 (z), 1.07 (Y) 
WL analysis in riz (required 0.9 arcsec)   

((  



Some of the Dark Energy Survey Weak Lensing Working Group 
in OSU in February 2014 



DES First Light 
12 Sep 2012 





5 x 3 arcmin

Clusters in Science Verification
RXC J2248.7-4431 (z=0.35)

image by Eric Suchyta



30 x 20 arcmin

5 x 3

Clusters in Science Verification
RXC J2248.7-4431 (z=0.35)

image by Eric Suchyta



Melchior, Suchyta, Huff, Hirsch, Kacprzak, Rykoff, Gruen et al (DES Collab) 2014 
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Consistency tests
Stacked lensing signal of 4 massive clusters

6Melchior, Suchyta, Huff, Hirsch, Kacprzak, Rykoff, Gruen et al (DES Collab) 2014 



Melchior, Suchyta, Huff, Hirsch, Kacprzak, Rykoff, Gruen et al (DES Collab) 2014 



Big Data from 

3.2G pixel camera 
2000 exposures per night 
-> 20TB per night 
 
10 year survey 
-> 100 PB data 
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Why is the LSST unique? 
Primary mirror  

diameter 
Field of view 

(full moon is 0.5 degrees) 

Keck 
Telescope 

0.2 degrees 
10 m  

3.5 degrees 

LSST 8.4m primary diameter 
6.7m effective diameter 











Big Data from 

•  800 images (movie) of the 
southern hemisphere in 6 colours 

•  ~100 000 alerts/ night worldwide, 
within 60 seconds 

•  3 billion galaxies, 10 million 
supernovae 
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