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Overview 

Planning the VLT future 
Ø Maintaining leadership 

•  Instruments now and next 

•  Operations 

(based on input from Alain Smette, Luca Pasquini and Michael Sterzik) 

VLT opportunities 

Adapting to the future 
Ø Instrumentation 

Ø Operations 

Note: La Silla is considered part of this discussion 
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Maintaining leadership  

Keep current instrumentation state of the art 
Ø Messenger article by Frederic Gonté et al. 

http://www.eso.org/sci/publications/messenger/archive/no.157-sep14/messenger-no157-17-25.pdf 
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though the last of the second generation 
instruments will be installed over the next 
three years (Adaptive Optics Facility 
[AOF], ESPRESSO, GRAVITY and 
 MATISSE; see Pasquini et al. [2013]). The 
number of instruments and their ages 
(Figure 2) allow us to deduce general sta-
tistics on their lifetime behaviour. It should 
be recalled that the lifetime defined at 
contract level is ten years for VLT instru-
ments. 

Monitoring of performance

An Instrument Operations Team (IOT) is 
associated with each scientific instrument.  
Its mandate and responsibility is to main-
tain the instrument operational environ-
ment to ensure the delivery of optimal 
quality science and calibration data, and 
science-grade data products whenever 
possible. The ultimate goal of its activities 
is to maximise the quality and quantity of 
the instrument scientific output. 

In practice, a full set of tools has been 
implemented over the years in order to 
properly monitor the behaviour of both 
scientific and technical instruments. 
Some tools are used more frequently by 
the operator (astronomer and telescope 
and instrument operator), while others  
are used more by the engineer or instru-
ment scientist respon sible.

Paranal Problem Reporting System 
The Paranal Problem Reporting System 

(PPRS) is a ticketing system designed to 
track all problems reported at the  Paranal 
Observatory. Each ticket logs the affected 
system, type of failure, observing time 
lost on sky, workload necessary to re -
cover the system and the eventual solu-
tion. The reporting system started at the 
end of June 1999; today nearly 57 000 
tickets have been recorded, and of these, 
22 000 (38 %) are dedicated to instru-
mentation. The PPRS allows us to easily 
track the observing time lost on sky and 
the number of tickets per instrument  
over the years, giving a good indication of 
the reliability of an instrument. 

Quality control
A health check web page is associated 
with each instrument, maintained by the 
Quality Control Group in Garching2, where 
the main performance data are logged 

every day after the calibration data are 
processed by their respective pipelines: 
 typical applications include monitoring 
the zero point for the imagers, bias level, 
dark count rate, flat-field level, spectral 
resolution, etc. Plots reporting such 
quantities are updated with a frequency 
as high as once every 15 minutes and  
are publicly available. Flags are auto-
matically raised when a measurement is 
outside a pre-defined range. 

Such quality control plots allow daytime 
astronomers, operation specialists and 
quality control scientists to quickly spot 
problems easily (typically a failing func-
tion, such as that seen in plot 2 of Fig-
ure 3, which was traced to a failing power 
supply of a lamp) or to follow slow degra-
dation, such as the decrease of the over-
all FLAMES–GIRAFFE blue trans mission 
caused by the aging of the silver coating 
of the high-resolution grating (shown in 
Figure 11). Occasionally users spot issues 
with data quality that trigger actions on 
the Paranal side, e.g., with the UVES radial 
velocity accuracy or the CRIRES slit width 
repeatibility.

Autrep
Autrep is an interface allowing engineers 
and astronomers to dive into all the data 
logged by the Paranal instrument and 
 telescope control software. Graphics 
showing the evolution of the values of 
pre-defined or most useful parameters 
over a configurable period are automati-
cally updated every day; all logged data 
can be retrieved using scripts and com-
pared with other logged data. It is a 
 powerful tool, as  it provides easy access 
to the full data history.
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Figure 2. The number of operational instruments (in 
blue) and their average age (in green) are shown since 
the start of operation of the Paranal Observatory. 

Figure 3. An example of one of  
the quality control plots obtained 
daily for UVES, showing the reso-
lution and its root mean square 
(RMS) obtained on the upper CCD 
with the cross-disperser #3 for a 
central wavelength of 580 nm 
(plots 1 and 4), and associated 
quantities. Note the drop in the 
average intensity of the ThAr com-
parison lines on 10 May shown in 
plot 2, caused by an instability in 
the power supply.
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Maintaining leadership 

Instruments aging 
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rately as it also contains the sensors for 
guiding and image analysis of the VST; 
thus all guiding and image analysis prob-
lems on the VST are accounted to 
 OmegaCAM. It is also the only instrument 
on the telescope: hence a failure can 
impact a large part of the night. Since its 
commissioning in 2011, significant efforts 
at the hardware and control software lev-
els have been made to reduce the 
observing time lost on sky.

The three instruments which have accu-
mulated the largest amount of time lost 
and the greatest number of problems are 
VIMOS, X-shooter and NACO. These 
three instruments have a different history, 
but essentially their unreliability was due 
to design flaws. 

Instrument lifetime reliability 
The average number of problems per 
year and the average observing time lost 
on sky as a function of the number of 
years since the start of operation of the 
instruments at Paranal are shown in Fig-
ure 9. The plots span up to 11 years; 
since there are only three instruments 
older than 11 years, a longer time span 
would not be statistically repre sentative. 
The lifetime of the instruments is clearly 
seen to be 11 to 12 years. This matches 
the expectation of a ten-year lifetime at 

1998 2000 2002 2004 2006 2008 2010 2012 2014
0

500

1000

1500

2 000

N
um

be
r 

of
 m

in
ut

es
 lo

st
 o

n 
sk

y

Year

0

40

80

120

160

N
um

be
r 

of
 p

ro
bl

em
s 

re
po

rt
ed

0 50 100 150 200 250 300 350 400

OCAM
VIMOS

X-shooter
NACO
ISAAC

FLAMES
CRIRES
FORS 2

SINFONI
VISIR

AMBER
FORS 1
VIRCAM

LGSF
MACAO−VLTI

UVES
HAWK−I

IRIS
KMOS

MIDI
FINITO

PIONIER

Number of problems reported

0 1000 2 000 3 000 4 000 5 000 6 000 7 000 8 000

0

23

Time lost on sky (minutes)

Fire-fighting mode limit

LGSF was offered only one week per month before its upgrade, 
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Figure 7. The average 
observing time lost on 
sky (blue) and the aver-
age number of problems 
reported (green) per 
year and per instrument 
from 1999 to 2013.

Figure 8. (Above) The observing time lost on sky (red 
bars) and total number of reported problems (blue 
bars) are plotted by instrument as an average per 
year since the start of the instrument operation. The 
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Figure 9. (Below) The average number of problems 
(left) and observing time lost (right) per year is shown 
during the lifetime of all the instruments.

fire-fighting mode limit is a threshold value above 
which the amount of observing time lost (and then  
of failures) strongly impacts the operation of the 
instrument.

Gonté et al.   
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Paranal 2015 
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Maintaining leadership 

Implement strategy to keep instruments 
competitive 
Ø repair defective instruments 

Ø establish replacement plan for core capabilities 

Ø plan for instrument upgrades 

Ø decommission instruments, which are no longer 
competitive 

Ø selective decommissioning of instrument modes, if 
required 

Instrument Development Plan 
Ø Messenger article by Luca Pasquini et al. 

http://www.eso.org/sci/publications/messenger/archive/no.154-dec13/messenger-no154-2-6.pdf 
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of five years. This is on the short side,  
but not unrealistic. Figure 2 shows the 
 Paranal instrumentation and the project 
development in 2019 according to the 
present plan. In a resource-constrained 
environment, the beginning of new pro-
jects will also have to be subject to satis-
factory completion of existing projects.
If existing projects run late, the new ones 
will be re-planned accordingly.

References

Cirasuolo, M. et al. 2011, The Messenger, 145, 11 
de Jong, R. et al. 2011, The Messenger, 145, 14
Oliva, E. et al. 2012, Proc. SPIE, 84462N

Links

The agendas of Council and STC meetings can be 
found on the ESO web pages: http://www.eso.org/
public/about-eso/committees/

Telescopes and Instrumentation Pasquini L. et al., Paranal Instrumentation Programme

Figure 2. Planned 
 Paranal instrumentation 
in 2019. One new instru-
ment in integration, four 
in design and construc-
tion and one in Phase A 
are also planned at this 
time (see Table 1).

Table 1. Proposed 
development plan for 
the Paranal instrumen-
tation programme.  
One year of Phase A is 
expected to be carried 
out, and the overall 
duration is typically esti-
mated as six to seven 
years. Delivery in the 
last column refers to 
start of integration in 
Paranal for instruments 
or to the end of the inte-
gration for infrastructure 
projects (such as the 
AOF and VLTI). 

Year

2012

2013

2014

2015

2016

2017

2018

2019

2020

Phase A 

CUBES
CRIRES upgrade

Letter of interest
NTT

New I (NTT?)

New II

New III

New IV 

New V 

New VI

Design & Construction

ERIS

MOONS 
CRIRES upgrade

4MOST

CUBES (?)

New I (NTT?)

New II

New III 

New IV 

New V

Delivery

KMOS 
VIMOS upgrade

MUSE
SPHERE

VISIR upgrade 
PRIMA astrometry
GRAVITY 
LFC for HARPS

AOF 
MATISSE

ESPRESSO 
VLTI

CRIRES upgrade

CUBES(?)
MOONS

ERIS
4MOST

New I (NTT?)

UT1 (Antu)

CRIRES
KMOS
FORS2

UT2 (Kueyen)

UVES
MOONS
X-shooter

UT3 (Melipal)

VIMOS
SPHERE
VISIR/CUBES

VISTA

4MOST

VLTI

Amber
GRAVITY
MATISSE
PRIMA

UT4 (Yepun)

MUSE
HAWK-I
ERIS
AOF

ESPRESSO

Paranal 2020 
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Maintaining leadership 

Operations 
Ø Messenger article by Francesca Primas et al. 

http://www.eso.org/sci/publications/messenger/archive/no.158-dec14/messenger-no158-8-15.pdf 

Ø Internal investigation on the efficiency of operations and 
the scientific return by Michael Sterzik (2014) 

Ø Current discussions on improving operations 
•  scheduling 

•  observations 

•  data quality 

•  archive 

9 
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Vision for the next decade 

The vision for the VLT builds on the strength of a 
long-term instrumentation programme and a modern 
operational model that enable the exploitation of four 
8-m telescopes into the foreseeable future. The VLT 
remains the leading optical/infrared ground-based 
telescope system until the start of operations of the 
ELTs. 

The VLTI will remain, even in the ELT and ALMA era, 
the European facility with the highest angular 
resolution.  

 



ESO in the 2020s | 19-22 January 2015 

Some thoughts 

Over 40000 nights with 8 to 10m telescopes 
observed until today 
Ø covers 20 years 

Ø (goes back to a comment by Alvio Renzini) 

How to keep relevant? 
Ø do something different 

•  new capabilities 

–  instrumentation 

–  observing modes, e.g. rapid reaction 

•  unique instrumentation 

•  operational model à coherent observing programmes 
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VLT Opportunities 

Four 8m telescopes 
Ø flexibility 

Ø scientific throughput 
•  1200 observing nights/year 

Successful operational model 
Ø expand existing model to allow new modes 

•  high time resolution photometry and spectroscopy 

•  faster turnaround (currently DDT) 

•  closer interaction with user, e.g. remote observing 

Telescope system 
Ø spatial resolution from 1 degree to 2 mas 

Ø wavelength coverage from 320nm to 20μm 

Ø spectral resolutions from a few to 100000 
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VLT Opportunities 

Time series 
Ø monitoring of sources over many time scales 

•  HARPS, ESPRESSO and CRIRES+ for exo-planets 

•  strong lenses over years 

Statistical astronomy 
Ø complete samples 

Ø surveys 

Powerful partner 
Ø Optical counterpart to ALMA 

Ø Spectra for LSST sources 

Ø complementarity to space missions 
•  Rosetta, Gaia, Euclid, Plato, JWST 
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Adapting to the future 

Define Core Capabilities 
Ø poll provides guidelines 

Ø always available at VLT 

Ø does not cover capabilities that can be done better with 
other facilities 

•  E-ELT, 4m telescopes, space 

Ø competitive instrumentation 

Allow Experiments 
Ø instrumentation for specific purpose 

Ø remove requirement to be useful to larger community 

Ø explore risky instrument development for high-return 
science 

Ø define ‘expiration date’ upfront 
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Adapting to the future 

Flexibility 
Ø use the fact that there are four 8m (and three 4m) 

telescopes 

Uniqueness 
Ø VLTI 

Ø simultaneous coverage of large wavelength ranges 
•  e.g. observations of Comet Shoemaker-Levy 9 

Complementarity 
Ø spectral follow-up of imaging surveys 

Ø monitoring of special objects 

Ø complementarity to space missions 

Supplementarity 
Ø supporting observations for other facilities 
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Adapting to the future 

Changes for the community 
Ø move towards ‘coherent programmes’ 

•  obtain required observing time not in tranches, but sufficient to 
solve a scientific problem in one go 

•  allow observing time over many years to monitor specific 
objects/events 

•  obtain required wavelength coverage quickly and not over years 

Ø importance of archives 
•  future astronomers will first work from archives (data discovery) 

•  combination of archival data and new observations 

•  statistical astronomy strongly depends on archives 

Ø flexibility 
•  make use of the best opportunities offered 

•  (corollary for observatories: users will go where they find the 
best service) 
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Adapting to the future 

Operations 
Ø what are the community needs? 

•  analyse poll results 

Ø quick turnaround on unexpected events (“DDT”) 

Ø allow massive surveys and individual observations 

Ø importance of the data products 
•  some data products are interesting for many 

•  others for only a few 

•  for some observational programmes the data product is the 
important unit and not the observing time 

–  SDSS, surveys in general 

–  provide coherent/consistent/uniform data products 

Ø importance of a data broker 
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The future of the VLT 

Complement and supplement 

Be open to more experiments 
Ø instruments 

Ø science programmes 

Ø make use of the flexibility 

Form an integral (central?) part in the ESO optical 
observing system 
Ø E-ELT        VLT        3.6m/NTT/VISTA 

Ø complementarity with ALMA 

Ø complementarity with other facilities 
•  EUCLID, PLATO, JWST 

•  SKA, CTA 
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The future of the VLT 

Make use of existing baseline 
Ø long-term programmes 

•  open the decade time frame 

•  e.g. HARPS/CRIRES+/ESPRESSO exo-planet observations 

•  solar system projects 

•  lens monitoring 

Ø VLTI 
•  highest spatial resolution for decades 

•  complementary to spatial resolution of other facilities 

–  ALMA, VLBI, SKA 
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The future of the VLT 

Follow up of the large samples 
Ø optical identification/characterisation of objects found/

observed at other wavelengths 
•  large tradition for X-ray and γ-ray sources 

–  ROSITA, XMM, Chandra, Integral, Fermi, eROSITA, 
ATHENA+ 

•  mm and sub-mm sources 

–  Herschel, Gaia, ISO, Spitzer 

•  radio sources 

•  gravitational waves 

•  differently selected sources 

–  PLATO 

Ø Archival searches 
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The future of the VLT 

How is the commitment for the observing time 
made? 
Ø time scales 

Ø funding 

Ø selection process 

Ground-space collaboration 
Ø distinguish between experiments/surveys and general 

user facilities 
•  Suryeys 

–  EUCLID 

–  PLATO 

•  General users 

–  JUICE 

–  ATHENA+ 


