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Resolved stellar populations
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UNresolved stellar populations
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UNresolved stellar populations
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Spectral Energy Distributions
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da Cunha et al., 2008

• Have to control:  
– sensitivity  
– spectral window 
– spatial window  
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Purpose of the exercise
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Determine physical properties of a 
large quantity of “stuff” from its 

integrated light. 

“Stuff” means stars, gas, dust, and more

Walcher et al., 2011; Conroy et al., 2013
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Physical properties

• Physics 101: A physical property is described by  
– a number  
– a unit 
– an errorbar 

• Only well-defined quantities can be measured. 
• The “Star Formation History” is not a well-defined 

quantity. 
• The “contribution of stars aged between 1*109 

and 5*109 yrs to the total luminosity in the V-band” 
IS a well-defined quantity.  

7
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SEDs: two regimes

• Photometric SEDs 
(R<100): typically very 
accurate flux 
calibration. 

• Spectroscopic SEDs 
(R>200): visibility of 
lines in absorption and 
emission.

8

da Cunha et al., 2008
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Spectral Energy Distributions and 
the spectral response curves
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Sidenote: discrepancy between line 
spread functions may be reason 

why we never get the Balmer lines 
right in spectral fitting…

Plot from Girardi et al., 2004

Generation of LSF 
Very sketchy example!

InstrumentAperture
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Spectral Energy Distributions and 
the spatial window
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Pb! Resolution at long 
wavelength

ALMA beam

Cycle 1/2 ALMA program at ~1” resolution (Gullberg et al., in prep)

IRAC

MIPS 24!m, 6”

SPIRE 250!m, 18”

Slide stolen from  
Drouard’s talk

The problem exists 
for spectroscopy as 
well (e.g. DAR on 
SDSS spectra)
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Fitting a photometric SED

• One difference is in minimum χ2 vs. “bayesian” 
• Other difference is in the prior:                                  

SSP vs. pre-computed library vs. step-wise 
(MCMC) 

• For codes check out http://www.sedfitting.org
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χ2 statistics

“Minimizing χ2 is a maximum likelihood estimation of the 
fitted parameters if the measurement errors are 
independent and normally distributed. “

χ2 is a measure of probability:

P (D|M) � e��2/2

Press+, Numerical Recipes
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http://www.sedfitting.org
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Example SED fit
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722 C. J. Walcher et al.: Physical properties of galaxies at z < 1.2

Fig. 6. Two example SEDs that were observed and detected in all bands from the NUV to the 4.5 µm band of Spitzer/IRAC (filled squares with
errorbars). The best-fit model is shown in two ways: the spectrum as a solid, thin, line and the synthesized photometry as triangles. The population
synthesis model is in general able to reproduce the observed SEDs. Nevertheless these examples also highlight two problems we generally
encounter and have to account for: on the left, it can be seen that the 5.8 µm band of Spitzer/IRAC deviates significantly from the Rayleigh-Jeans
type falloff we would expect. This can probably be attributed to PAH emission lines or hot dust. On the right, close inspection shows that the
restframe wavelength region around 3500 Å in the model is affected by the problem discussed in Sect. 4.1. The panels on the bottom show the
PDF for four different parameters, as well as the median and the upper and lower limits to the confidence intervall. Note also that the (normalized)
probability distribution functions are more narrow for the parameters stellar mass M∗) and star formation rate (SFR) and broader, or even with
several maxima, for attenuation (τV ) and metallicity (Z).

the lowest redshift bin: from Hopkins et al. (2001, their Eq. (3)),
based on the Balmer decrement of local starburst galaxies (dot-
dashed); from Buat et al. (2007, dashed line, their Fig. 7), based
on the ratio of the total infrared luminosity over the UV luminos-
ity of a local sample of galaxies bright in the far infrared and on
relations given in Hirashita et al. (2003); from Choi et al. (2006,
dotted line, their Sect. 5.2.1), who derive their attenuation es-
timate from a comparison of the optical SFR to the FIR SFR,
again based on a sample of starburst galaxies. Finally, in the up-
permost redshift bin, we also show the relation we determine
from Burgarella et al. (2007, dashed line, their Fig. 6), again
using Hirashita et al. (2003). While we note that we tend to
measure lower SFRs at the same attenuation values, this is most
probably due to the literature relations having been derived for
samples with a restricted range in SFR. Indeed, all these last rela-
tions are based on samples, where strongly star-forming galaxies
are well represented by selection.

Our plot of SFR vs. τV is at least qualitatively similar to
Fig. 1 in Calzetti (2007). Finally, Salim et al. (2007) also find
that on the whole the attenuation as measured from SED fitting
agrees reasonably well with the one determined from accurate
modelling of the emission lines, although the SED fitting value
is less tightly constrained.

In the median over the sample, the attenuation at the wave-
length of Hα is a factor of 3. This is consistent with the mean
extinction of the Hα line for local samples of galaxies, which is
very roughly 1 mag (Kennicutt 1998), i.e. a factor of 2.5.

We conclude that, while the extinction measurement on a
galaxy by galaxy basis is uncertain, it can be considered to be
realistic in the average over the photometric sample. This last

statement is consistent with the results from simulations shown
in Sect. 2.1.

4.5. Comparison to spectral measurements

We now use the spectroscopic subsample to check whether we
can trust the SFRs as derived from the photometry. Here we are
interested in the SFRs we can derive for the galaxies in the spec-
troscopic sample from the Hα and OII emission lines. The spec-
tra themselves contain more information, which has been used
in Vergani et al. (2007) and Franzetti et al. (2007). We empha-
sise that we redetermine the physical properties of the objects
using the redshifts as determined directly from the spectra for
this comparison. Because we use identical redshifts, our com-
parison bears on the physical relation between both methods to
determine SFRs.

SFRs for the spectroscopic sample have been determined
in Vergani et al. (2008, in prep.). In order to obtain the SFRs
from the OII line, these authors use the calibration presented by
Moustakas et al. (2006). This has the advantage of also utilis-
ing the information contained in the B-band absolute magnitude,
thus accounting, at least statistically, for the effects of dust atten-
uation and varying metallicity on the derived SFR. Nevertheless,
using this calibration at higher redshifts assumes that the correla-
tions between B-band luminosity and attenuation/metallicity do
not change significantly with redshift. The Hα SFRs were de-
rived using the standard Kennicutt (1998) formula.

The correlation between the SFR determined in this way
and the SFR determined from the SED fit is shown in Fig. 8
for both emission lines. The total number of objects in these
plots (grey plus signs) is 2776 (for OII) and 679 (for Hα),

Walcher+08



15.10.2014 RASPUTIN, Walcher

714 C. J. Walcher et al.: Physical properties of galaxies at z < 1.2

continuum of physical properties that allows to measure and un-
derstand their evolution. It is also only in terms of this continuum
of physical properties that the results from different datasets be-
come comparable.

One of the fundamental physical concepts is the SFH of
galaxies. This is hard to come by in its entirety from archaeo-
logical study alone (see Panter et al. 2007, for a recent attempt
on local galaxies from the Sloan Digital Sky Survey, SDSS). As
a first attempt, the SFH can be parameterized in SFR1 (star for-
mation rate, recent SFH) and M∗ (stellar mass, integrated SFH).
The SSFR (specific star formation rate, SSFR=SFR/M∗) is also
often used as an alternative to the SFR. It represents the ratio of
recent and past SFH of a galaxy (see also Kennicutt et al. 2003,
for the b parameter). Indeed, recent studies have shown that, in
the parameter space of log (M∗) and log (SSFR), the blue cloud
of the colour bimodality becomes a star-forming sequence (e.g.
Brinchmann et al. 2004; Salim et al. 2004; Zheng et al. 2007;
Feulner et al. 2005; Elbaz et al. 2007; Noeske et al. 2007; Wyder
et al. 2007). Star formation rates for galaxies with low SFRs have
been hard to quantify, as star formation rate indicators, such as
emission lines and infrared (IR) flux, become hard to measure at
low SFRs.

This study aims at establishing a method of deriving the
physical parameters of galaxies by fitting their rest frame optical
spectral energy distributions out to redshift 1.2. This method has
two advantages over the complementary approach of measuring
each physical parameter by its own tracer: 1) it allows physical
properties to be derived in a homogeneous way for all galaxies
in a given sample; and 2) the derived parameters are all inter-
nally consistent for one specific galaxy. Finally, as the method
uses only photometric data points, it has the potential to help in
the exploitation of the information from future large photometric
surveys.

One of the corner-stones of the present method is the trust
that can be put in the stellar population model that predicts the
shape of the SED and relates it to the underlying physical proper-
ties. Earlier, systematic work has concentrated mostly on galax-
ies in the local universe (e.g. Brinchmann & Ellis 2000). Salim
et al. (2005, 2007) exploited the comprehensive data from the
SDSS and the Galex mission to demonstrate that fits of stel-
lar population model SEDs to observed broad-band SEDs do
yield results that agree with those from more classical tracers of
physical properties, in particular emission lines. Johnson et al.
(2007) have used Galex, SDSS and Spitzer data to further test
the consistency of the predictions from stellar population mod-
els with the observed data, concentrating in particular on the ef-
fects of dust. Schawinski et al. (2007) have developed a method
for recovering star formation history parameters using broad-
band photometry from the UV to the near-IR and combine it
with information from spectral absorption indices. They show
that the combination can help to break degeneracies between
the parameters age, mass, dust and metallicity. Burgarella et al.
(2005) have combined the Galex and IRAS surveys to build
multi-wavelengths, broadband SEDs that are again compared to
the predictions of a stellar population model. They particularly
show that for a sample selected in the far infrared (FIR), where
the galaxies are by definition dominated by dust, the attenuation
estimate derived from a fit to the optical data alone can be off by

1 For simplicity, we use throughout the paper the same abbreviation,
i.e. SFR, for different determinations of the parameter “SFR” (e.g. from
photometry, spectroscopy, etc.). These determinations are not neces-
sarily equivalent, as the different tracers probe the SFR over different
timescales.

as much as a factor of 100. Finally, Iglesias-Paramo et al. (2007)
have extended these studies to a redshift range between 0.2
and 0.7, showing that the results obtained from SED fitting can
be used to study the cosmic evolution of star formation rate and
dust content. For recent studies exploiting SED fitting at high
redshift to obtain stellar masses, we refer to e.g. Maraston et al.
(2006), Berta et al. (2008) and references therein.

Throughout the paper we quote AB magnitudes (Oke 1974)
and use a cosmology where H0 = 70 km s−1 Mpc−1, Ωmatter =
0.3, and ΩΛ = 0.7.

2. Determining physical parameters

We wish to determine the physical parameters, such as M∗ and
SFR (see Table 1), for the galaxies in our sample by fitting ob-
served SEDs with model SEDs from stellar population synthesis
models.

2.1. Method

We first remind the reader that the spectral energy distribution
(SED) of a stellar population at time t can be written as

Lλ(t) =
∫ t

0
dt′Ψ(t − t′)S λ[t′, ζ(t − t′)]Tλ(t − t′). (1)

Here, Ψ(t − t′) is the instantaneous star formation rate at time
(t − t′), ζ(t − t′) is the metallicity, Tλ(t − t′) gives the fraction
of S λ[t′, ζ(t − t′)] transmitted through the interstellar medium at
time (t − t′), and S λ[t′, ζ(t − t′)] is the power radiated per unit
wavelength per unit initial mass by a single-age stellar popula-
tion of age t′ and metallicity ζ(t − t′). For the purpose of using
it later, we also introduce here the quantities R(t′), which is the
fraction of mass in stars returned to the interstellar medium due
to mass loss and supernovae explosions for a single stellar popu-
lation of age t′, and the stellar mass to light ratio at wavelength λ,
i.e. Υλ(t′) = (1 − R(t′))/S λ(t′).

In principle Eq. (1) can be solved directly, see e.g. Panter
et al. (2007), Ocvirk et al. (2006), Walcher et al. (2006) (ref-
erences can also be found in Cid-Fernandez 2007). While this
approach avoids prior assumptions on the functional form of
Ψ(t − t′), degeneracies and problems with the accuracy of the
stellar population model are difficult to control. Another classi-
cal approach, that of minimizing χ2 over a number of precom-
puted model SEDs, yields a single best-fit model star formation
history. While in principle χ2 statistics also provide confidence
regions, these can be inappropriate for two reasons in the present
case: 1) unsuitable model; and 2) overlooked degeneracies.

We therefore opt here for the method recently adopted by
e.g. Kauffmann et al. (2003), Brinchmann et al. (2004), and
Salim et al. (2007). This is based on a Bayesian understand-
ing of probabilities and was first proposed in Kauffmann et al.
(2003, see Appendix A of that paper for a rigorous treatment of
the method). Put in words, we assume that

P(M|D) ∝ P(M) × P(D|M), (2)

where P(D|M) is the probability of the data given the model
(which is what we can measure), P(M|D) is the probability of
the model given the data (which is what we would like to know),
and P(M) encodes our prior knowledge in the form of a model
probability. Assuming Gaussian uncertainties, the probability, or
likelihood, of the data given the model is P(D|M) = e−χ

2/2.
The probabilities for each model are then marginalized over

all parameters except the one we want to derive, which yields

Constructing libraries  
of mock galaxies
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Real SFHs are not simple falling exponentials!

The Astrophysical Journal, 792:99 (13pp), 2014 September 10 Shen et al.

Figure 5. Bursty star formation histories of the simulated dwarfs. The specific
star formation rate (sSFR) is plotted against lookback time.
(A color version of this figure is available in the online journal.)

decreases with decreasing halo mass, with galaxies with total
masses below 1010 M⊙ being predominantly young, and more
massive systems hosting intermediate and older populations.

3.3. Bursty Star Formation Histories

The star formation histories of the simulated dwarfs, binned
over a time interval of 14 Myr, are shown in Figure 5. As in
previous dwarf galaxy simulations with effective SN feedback
(e.g., Governato et al. 2010; Teyssier et al. 2013), the star
formation activity is extended, stochastic, with large amplitude
bursts followed by short quiescent phases. All the four dwarfs
show peak specific star formation rates, sSFR ≡ Ṁ∗/M∗, in
excess of 50–100 Gyr−1, far outside the realm of normal, more
massive galaxies. The amount of energy deposited into the ISM
by SN explosion during the strongest bursts in Bashful and
Doc can approach 1056 erg. Each star formation episode is
typically preceded by an increase in the central gas supply,
and is accompanied by a reduction in the total baryonic mass as
SN-driven outflows deplete the central regions of star-forming
material. A new cycle starts again as fresh gas cools and is
reaccreted from the halo, sinks to the center of the potential well,
and triggers another starburst. It is the potential fluctuations
generated by these cycles of gas inflows and rapid outflows
following centrally concentrated bursts of star formation that
irreversibly transfer energy into collisionless particles and
generate dark matter cores according to Pontzen & Governato
(2012).

Bursts of star formation have long been invoked to explain
the observed properties and colors of faint blue dIrrs (Searle
et al. 1973). Resolved observations of stellar populations in the
nearest low-mass systems show that the temporal separation of
bursts of star formation ranges from tens or hundreds of Myr in
dIrrs to Gyr in dwarf spheroidals (dSphs; see, e.g., Tolstoy et al.
2009). No long interruptions in the star formation activity are
seen in our simulations. Both Bashful and Doc have undergone
episodes of star formation within the past 150 Myr, but only
Bashful is actively forming stars today. A late bursty SFH may
provide an explanation for the systematic discrepancy observed
in star-forming dwarfs between star formation rates inferred
from their FUV continua and Hα nebular emission (Lee et al.
2009), as the latter is emitted on the timescale of O-star lifetimes
(!5 Myr). Similarly, in the ALFALFA dwarf sample, FUV

Figure 6. Cold gas fraction, MHI/M∗, and star formation. Low stellar-mass
galaxies in the ALFALFA dwarf sample (empty gray diamonds) are more H i
gas rich (Huang et al. 2012). Empty large square: Leo P (Giovanelli et al. 2013).
Colored solid dots: the simulated dwarfs. Note that Grumpy gets stripped of
60% of its gas during the interaction with the more massive Doc, and therefore
has a relatively low present-day cold gas fraction.
(A color version of this figure is available in the online journal.)

magnitudes appear to overpredict star formation rates below
10−2 M⊙ yr−1 compared to estimates derived from SED fitting,
another evidence for the bursty nature of star formation in
dwarfs (Huang et al. 2012). An abundant population of extreme
emission-line galaxies has been identified at z ∼ 1.7 by the
Cosmic Assembly Near-IR Deep Extragalactic Legacy Survey
(CANDELS). With stellar masses M∗ ∼ 108 M⊙ and [O iii]
emission lines with rest-frame equivalent width ∼1000 Å, these
starbursting dwarfs are growing at rates (sSFR) of 20–200 Gyr−1

(van der Wel et al. 2011), in agreement with our simulated
systems. These observations provide a strong indication that
many or even most of the stars in present-day dwarf galaxies
formed in strong, short-lived bursts at z > 1.

We finally note that both Bashful and Doc have 4000 Å breaks,
Dn4000, that are below 1.4, i.e., they would be classified as star-
forming according to a Dn4000 cut. This is in agreement with the
results of Geha et al. (2012), who find that dwarf galaxies with
107 < M∗ < 109 M⊙ and no active star formation are extremely
rare in the field. In more dense environments, quenched galaxies
account for 23% of the dwarf population over the same stellar
mass range.

3.4. Cold Gas Properties

Cold gas is the fuel needed to sustain star formation, and
while star formation is observed to be more directly linked to
the molecular interstellar component at metallicities above few
tens of solar, theoretical models predict stars to form in the cold
atomic phase at extremely low metallicities (Krumholz 2012).
Furthermore, dwarf galaxies appear to be significantly fainter
in CO than a simple linear scaling with galaxy mass would
suggest (Schruba et al. 2012). The ALFALFA extragalactic H i
survey has recently provided a large sample of very low H i
mass galaxies with complementary multiwavelength data from
the Sloan Digital Sky Survey (SDSS) and Galaxy Evolution
Explorer (GALEX), and enabled statistical studies of the inter-
play between the gaseous and stellar components in the faintest
dwarfs (Huang et al. 2012). In Figure 6, we compare the cold
gas fraction, MHI/M∗ in our simulated dwarfs with the s-sed
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You always have a prior!


Only using SSPs is a prior as well.



At low S/N results tend to the prior!
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Fig. 1. Prior distribution of parameters in the library of stochastic star formation histories we are using. These are from bottom to top and from
left to right: the mean r-band weighted age ⟨ager⟩, the mean mass-weighted age ⟨agem⟩, the age of the beginning of star formation Tform, the
stellar mass M∗, the star formation rate in the mean over the last 100 Myr SFR, the age of the last burst of star formation Tlb, the metallicity in
solar units Z, the attenuation parameter τV , the parameter for the exponential fall-off of star formation γ (see also Table 1 for definitions of the
parameters). The prior changes with redshift, because we exclude model galaxies older than the universe from the library at each redshift. We
therefore show the prior for redshifts zero (left) and 1.2 (right). Note that the parameters M∗ and SFR are subject to renormalization for each
galaxy, depending on the luminosity of the objects.

2.2. Internal consistency checks

Before applying the method to real data it is necessary to check
for its internal consistency, as well as intrinsic degeneracies, in
particular because we are applying it to objects with varying red-
shifts. To this end we carried out a set of simulations in which
we attempted to recover the known properties of our galaxies
from artificially downgraded SEDs. We first produce a repre-
sentation of each model SED with added noise, by assuming a
signal-to-noise (S/N) ratio and Gaussian errors, which we call a
“pseudo-galaxy”. This procedure thus concentrates on the effect
of measurement errors. We then fit every pseudo-galaxy with
the original model catalogue, excluding the model galaxy that
was used to generate this particular pseudo-galaxy. The pseudo-
galaxy SEDs are produced over the same photometric bands that
will be used later on real data, i.e. NUV, B, V , R, I, u∗, g′, r′, i′,
z′, J, K, 3.6 µm, 4.5 µm (see below, Sect. 3).

We do not attempt here to show the effects of varying observ-
ing conditions or varying data coverage. We concentrate only
on the limitations that are intrinsic to the method, even for a
perfect model and 14 photometric bands. The simulation re-
sults obtained for a constant S/N of 10 in all bands at the two
ends of our redshift range are shown in Fig. 2. The mean and
scatter of the distributions are given in Table 2. In the case of
the parameter age of the beginning of star formation T form, the
distribution of original versus fitted properties shows a general
point: this parameter is not a well-defined quantity in terms of a
measurement, it is an input model parameter3. This is why the
mean light-weighted age ⟨ager⟩ is usually introduced to measure

3 In the framework of the hierarchical model of galaxy formation it is
actually also questionable, whether it has any physical meaning.

the “age” of a galaxy. For ⟨ager⟩ and stellar mass M∗, our method
is known to be robust, as is confirmed by the results shown in
Fig. 2. This has been exploited in several papers, some exam-
ples have been listed in the introduction. While the SSFR is also
generally well-constrained, there is a minimal SSFR threshold
at SSFR≈ 10−12, under which the fitted SSFR shows a plateau.
This is due to the fact that the SSFR is mainly determined by
the UV-optical colours. However, these colours do not change
very much with SSFR anymore when the SSFR sinks below
this threshold value. This limit is due to a physical property of
the SEDs and depends only very weakly on the assumed S/N ra-
tio. Note that all age-related properties, i.e. M∗, ⟨ager⟩, SFR and
T form show a smaller scatter at higher redshift. This is due to
the fact that the age of the universe is smaller, thus limiting the
possible diversity in SFHs. This in turn reduces degeneracies.
While metallicity and attenuation parameter show large scatter,
it is noteworthy that they are not biased. Thus, for a large sample,
mean values can be considered representative.

It is noteworthy that the biases and uncertainties on the fitted
parameters do not change significantly over our redshift range.
There is some reduction in scatter, that is mostly due to the ex-
clusion of models that are older than the age of the universe.
Thus, the total possible age range of a galaxy at redshift 1.2 is
less than half of what it is a z = 0.1, which in turn reduces de-
generacies between different SFHs.

In the remainder of this paper, we concentrate on the proper-
ties stellar mass M∗, star formation rate in the mean over the last
100 Myr SFR and attenuation parameter τV . First, these allow
the SFH of galaxies to be reconstructed and second the simula-
tions just presented show that at least in principle useful mea-
surements should be obtainable for these.
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Dust extinction
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Dust attenuation

15

Effective extinction

The apparent attenuation law 
is a composite of the 

attenuation laws for the 
clumpy younger stars and for 
the diffuse older stars with a 

luminosity weight.

Silva+, 1998

Charlot & Fall, 2000

(Attenuation)

Inoue, 2005

Also: clumpiness

For attenuation slopes see Calzetti+ (1994) and Wild+ (2011)
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Stellar masses and the “poor” 
mans SED fit
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fraction and K-band central surface brightness (Bell & de
Jong 2000 ; Bell & Bower 2000).

We present a total of six models in this paper. (1) We Ðrst
use a closed-box model, with no gas infall or outÑow, a
galaxy age of 12 Gyr, and a Schmidt star formation law.
The main disadvantages of this model are the lack of a
strong metallicity-magnitude correlation and weaker age-
magnitude correlation and the underprediction of the age
gradients. We then allow (2) gas infall (whose timescale
depends on galaxy mass and radius) or (3) metal-enriched
outÑow, both of which alleviate the above shortcomings of
the closed-box model. (4) We then adopt a dynamical time-
dependent star formation law (without infall or outÑow),
which we Ðnd produces a ““ backward ÏÏ metallicity-
magnitude correlation and is therefore unacceptable, in iso-
lation. (5) We then explore the use of a mass-dependent
galaxy formation epoch without infall or outÑow, which
imprints metallicity-magnitude and age-magnitude corre-
lations. A mass-dependent formation epoch is a common
feature of many cosmologically motivated galaxy formation
models (e.g., Somerville & Primack 1999 ; Cole et al. 2000).
(6) Finally, we explore a ““ burst ÏÏ model with a mass-
dependent galaxy formation epoch and no infall or outÑow,
where the star formation rate is varied on 0.5 Gyr timescales
with a lognormal distribution with a factor of 2 width.
None of these models perfectly describe the trends in spiral
galaxy colors with galaxy parameters observed in Bell & de
Jong (2000) ; however, the models taken as a suite
encompass the range of behaviors seen in the observed
galaxy sample. We adopt the mass-dependent formation
epoch model with bursts, with a scaled-down Salpeter IMF,
as the default model. This model reproduces the trends in
local spiral galaxy age and metallicity with local K-band
surface brightness with acceptable scatter, while simulta-
neously reproducing the age-magnitude and metallicity-
magnitude correlations with acceptable scatter. However,
as we later demonstrate (see, e.g., ° 4.3 and Fig. 10), the
choice of model does not signiÐcantly a†ect any of our
conclusions. For more model details see Bell & Bower
(2000).

3. CONSTRUCTING MODEL MASS-TO-LIGHT RATIOS

We use the spiral galaxy evolution models (which repro-
duce the trends in spiral galaxy color with structural pa-
rameters) to construct stellar M/L ratios for integrated
stellar populations. These are converted into solar units
assuming solar absolute magnitudes of 5.47, 4.82, 4.46, 4.14,
and 3.33 in Johnson B and V , Kron-Cousins R and I, and
Johnson K passbands, respectively (Cox 2000 ; Bessel 1979).
We also adopt Johnson J- and H-band solar absolute mag-
nitudes of 3.70 and 3.37, respectively, from Worthey (1994)
as Cox (2000) does not present J- and H-band magnitudes
of the Sun : Worthey (1994) magnitudes in other passbands
are comparable to those presented by Cox (2000). Instead of
using the full gas mass-loss histories from the SPS models,
we used the IRA to construct the stellar masses. This may
lead to errors of in stellar M/L ratio (compared to the[5%
exact value). Bearing in mind the size of variations in M/L
ratio that the model predicts (greater than a factor of 2) and
the other considerable uncertainties a†ecting the stellar
M/L ratios, such as the stellar IMF and dust, our use of the
IRA is more than acceptable.

We show an example of the stellar M/L ratios of our
model galaxies for the mass-dependent formation epoch

with bursts model in Figure 1. We show this particular
model for two reasons. First of all, this model provides the
best match to the overall observed galaxy properties. Sec-
ondly, and more importantly, this model shows the most
scatter of any of our models but has quantitatively the same
overall behavior as all of our models (see, e.g., ° 4.3 and Fig.
10). We show the trends in stellar M/L ratio in the B band
(open circles) and K band ( Ðlled circles) as a function of (a)
K-band absolute magnitude, (b) K-band central surface
brightness, (c) gas fraction, and (d) B[R galaxy color.
Results for other models are presented in the Appendix.

One obvious conclusion is that there are signiÐcant
trends in model stellar M/L ratio with all four depicted
galaxy parameters in all passbands, even in the K band. The
trends amount to factors of D7 in B, D3 in I, and D2 in K
for plausible ranges of galaxy parameters. This Ðrmly
dispels the notion of a constant stellar M/L ratio for a spiral
galaxy in any passband : this conclusion is even true in K
band, where there have been claims that the stellar M/L
ratio will be robust to di†erences in star formation history
(SFH; e.g., de Jong 1996 ; Verheijen 1997). Of course, we
Ðnd that the trends in stellar M/L ratio are minimized in K
band : this suggests that K-band observations are important
for any observations in which minimizing scatter in M/L
ratio is important (e.g., for rotation curve studies).

The scatter in model stellar M/L ratio at a given magni-
tude is rather large as a consequence of the modeling
assumptions. The SFH of our model galaxies depends pri-
marily on their local surface density, and only weakly on
their total mass, as is observed (Bell & de Jong 2000). As

FIG. 1.ÈTrends in model stellar M/L ratios with galaxy parameters for
the formation epoch model with bursts. We show the trends in model
stellar M/L ratio in the B band (open circles) and K band ( Ðlled circles) as a
function of (a) K-band absolute magnitude, (b) K-band central surface
brightness, (c) gas fraction, and (d) B[R galaxy color. In panel (d), we also
show the Ðt to the variation of model stellar M/L ratio with B[R color for
this model in B (dotted line) and K band (solid line) and dust extinction
vectors in B and K band (arrows) following Tully et al. (1998). The dust
extinction vectors represent the correction to face-on su†ered by a Milky
WayÈtype galaxy viewed at an inclination of 80¡.

Bell & de Jong, 2001 Zibetti et al., 2009
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“…these results strongly suggest 
inconsistencies between the observed 
optical-minus-NIR colours of real galaxies 
and those contained within our SPL.”
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SFR and the D4000 index is not unique for different classes of
galaxies. We tested if this is an artifact of the fact that D4000
comes from the central 3′′, while the specific SFR for “UV”
is integral. We find that the relationships are qualitatively the
same for z < 0.07 and for z> 0.12 samples for which D4000
probes different physical sizes. Instead, the most likely expla-
nation is that since D4000 and specific SFR are sensitive to
SF activity on different timescales, the galaxies with differing
SF histories will have different relationships. To much lesser
extent, some of the differences could be due to metallicity
(Poggianti & Barbaro 1997).
Given the level of aperture corrections (a factor of several),

the analysis given above does not provide the explanation
for the large discrepancies we see when comparing the to-
tal SFRs. Since the SFR outside of fiber dominates in B04
total SFR, we will now focus on the calibration B04 use to
determine it. As outlined in §5.2 B04 aperture correction re-
lies on the calibration of the luminosity-normalized SFR as a
function of g ! r and r ! i color. Using our UV-based SFRs
we can test one of the two assumptions behind B04 aper-
ture corrections—whether the SFR/L calibration against color
holds for different classes of galaxies. In Figure 5 we plot
SFR/L against two colors that B04 use to determine SFRs
outside of fiber. The bold line represents the relation from
galaxies classified as star-forming. This is the basis for B04
calibration which they apply to other classes as well. The
dashed and the thin solid lines show the relations for AGN
and galaxies with no Hα. We see (left panel) that as the g! r
color increases, the discrepancy between SF and other classes
rises, and reaches some 0.8 dex for AGN and 1.3 dex for No
Hα. Similar levels of difference are present against r! i (right
panel). The level of these differences matches the discrepan-
cies (plumes) in the comparison of B04 and “UV” SFRs in
Figure 3. We can interpret these differences as reflecting the
fact that the colors used for B04 calibration trace old popula-
tions, while the current SFR traces young populations, and it
is not surprising that the two will differ for different classes
of galaxies. Also note that the discrepancies of specific SFRs
of different classes of galaxies are qualitatively similar in the
case of D4000 and in the case of g! r color, which is not sur-
prising since they are both sensitive to population age on the
similar timescales, and are similarly not affected by the dust.
To conclude, UV-derived SFR is subject to fewer limitations,
so it can be applied to a more diverse types of normal galaxies.

5.4. Comparison of “UV” and “Hα” SFRs for star-forming
galaxies

To avoid the problems indicated in the previous section, we
need to compare the SFR estimates from the “Hα” and the
“UV” methods in galaxies where Hα is well-detected (S/N
> 3) and arises predominantly from star formation, i.e., to
galaxies classified as star-forming (SF). In Figure 6 we show
the B04 “Hα” star formation rates plotted against our “UV”.
We see that the comparison, spanning some three orders of
magnitude in SFR, is exceptionally good. Formal error bars
are comparable, with the “UV” being somewhat smaller (see
Table 1). The scatter (standard deviation of the difference)
of the two measurements is 0.50 dex. When 3σ outliers are
excluded, the scatter is reduced to 0.36 dex. This is very well
matched by the sum (in quadrature) of the formal errors of
the two methods (0.35 dex), confirming that the two measures
are predominantly independent. There is an average offset
between the two SFRs of only 0.06 dex in the sense that “Hα”
SFR is higher (which reduces to 0.02 dex, i.e., 5%, when 3σ

FIG. 6.— Comparison of B04 (“Hα”) to our “UV” SFRs (both indepen-
dently dust-corrected) for galaxies classified as star-forming. The two com-
pare very well on one-to-one basis. Also, the scatter is compatible with each
measurement’s errors.

FIG. 7.— The difference of B04 (“Hα”) and our “UV” SFRs, for galaxies
classified as star-forming, as a function of aperture correction applied to B04
SFRs. There is no apparent trend, suggesting that the aperture corrections
derived by B04 are quite robust. Running average (in 0.05 dex bins) is shown
as a thick line, and the ±1σ range as dashed lines.

outliers are excluded).
However, Figure 6 alone can potentially hide some system-

atic trends between the two SFR estimates. Where can the
differences in the SFR estimates arise from? Deriving SFRs
for either methods incorporates several steps: (a) obtaining
full “Hα” or “UV” observed luminosity (which in the case
of “Hα” involves aperture corrections), (b) correcting the ob-
served luminosity for dust attenuation, and (c) converting the
luminosity into a SFR. While both methods perform these
three steps simultaneously, we can still design tests that would
differentiate between. Given in some cases the large aperture
correction applied by B04, we first plot in Figure 7 the dif-
ference in SFR estimates (SFR residuals) with respect to the
level of aperture correction applied to “Hα” rates. We see
no correlation. We also check, but do not find a correlation
between the residuals and the apparent sizes of galaxies (not
shown). Those are good indications that the aperture correc-
tions of B04 are quite reliable for galaxies classified as star-
forming. Finally, we find that the SFR residuals exist when
plotted against the stellar mass of a galaxy (shown in Figure
8). We have a change of SFR residual of 0.38 dex over the

Salim et al., 2007
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FIG. 8.— The difference of B04 (“Hα”) and our “UV” SFRs, for galaxies
classified as star-forming, as a function of galaxy stellar mass. There is a
clear trend with respect to mass, leading to a difference of SFRs of 0.38 dex
(a factor of 2.4) over the 8.5 < logM∗ < 11 range. Running average (in 0.2
dex bins) is shown as a thick line, and the ±1σ range as dashed lines.

8.5< logM∗ < 11 range, with 1σ dispersion of 0.33–0.41 dex
around the running mean. To double check if the residuals are
in any way connected with B04 aperture corrections, we limit
the sample to farther, and therefore on average smaller galax-
ies (z > 0.12). We still find that the residuals correlate with
stellar mass.
Before ruling out step (a) as being responsible for the mass-

dependent residuals, we perform two additional checks. First,
imagine there is an offset in zero points between GALEX and
SDSS magnitudes (after all, they come from different surveys
and are not measured in identical apertures). E.g., if GALEX
fluxes were systematically overestimated, this could cause
“UV” SFRs to be overestimated as well, possibly in such a
way to preferentially boost blue, low-mass galaxies (as the
trend in Figure 8 would suggest). To test this, we perform full
SED-fitting runs in which we make FUV and NUV fainter
by 0.1, 0.2 and 0.4 mag. We first check the quality of these
new fits by comparing the distribution of χ2best values with the
nominal (no magnitude offset) run. Runs with 0.2 and 0.4
mag offsets produce evidently inferior fits, already suggesting
that any potential offset cannot be that large. The run with 0.1
mag offset, however, appears as good as the nominal run, with
an even slightly smaller average χ2best. However, comparing
the “UV” SFRs produced with offset GALEX magnitudes to
“Hα” SFRs, we find that while slightly flattening the slope of
the residuals with respect to mass, the trend is not eliminated.
In fact, the scatter of the residuals around the mean is larger
when modified “UV” SFRs are used instead of nominal. We
also look at the quality of fits with GALEX magnitudes offset
in the opposite direction (making them brighter), but such fits
are evidently inferior.
The second test concerns SDSS magnitudes. Namely, B04

use CMODEL SDSS magnitudes to transform fiber SFRs
into total SFRs, while we use MODEL SDSS magnitudes
when performing SED fitting.18 Therefore, we perform an-
other SED fitting using CMODEL magnitudes instead. First,

18 SDSS MODEL magnitudes (defined as either the exponential or
de Vaucouleurs magnitude, depending on which profile better describes a
galaxy) are preferred magnitudes for SED fitting as they preserve relative
fluxes (colors) better. CMODEL magnitudes (defined as a composite of ex-
ponential and de Vaucouleurs magnitude) should provide a good measure of
a total galaxy light.

FIG. 9.— Comparison of B04 (“Hα”) to our (“UV”) estimates of V -band
dust opacity (attenuation), for the SF galaxy class. The formal error of both
estimates (average errors shown) is large, leading to a large scatter. However,
there is an agreement between the two in the general sense. B04 τV is to first
order constrained by the Hα/Hβ ratio (Balmer decrement), while our estimate
is predominately constrained by the UV slope. Both estimates were made in
accordance with the Charlot & Fall (2000) two-component dust attenuation
model.

FIG. 10.— The difference of B04 (“Hα”) and our “UV” estimates of V -
band dust opacity as a function of galaxy stellar mass (for SF galaxies). There
is a trend with respect to mass, leading to a 0.5 difference over the 8.5 <
logM∗ < 11 range. Running average (in 0.2 dex bins) is shown as a thick
line, and the ±1σ range as dashed lines.

we notice that the quality of fitting with CMODEL magni-
tudes is noticeably inferior, stressing their inadequacy for pro-
ducing reliable color estimates. Also, the use of CMODEL
magnitudes does not remove the trend of SFR residuals, and
the scatter of the residuals becomes larger than in the nominal
run, especially at higher masses. With this test we exhaust the
possibilities that discrepancies arise in step (a) above.
We now move onto step (b), i.e., correcting the observed

flux for dust attenuation. Note that both B04 and this study
use Charlot & Fall (2000) prescription for dust attenuation,
the aim of which was to produce consistent treatment for Hα,
and UV continuum attenuation. Is the presence of the SFR
residuals an indication that this dust attenuation model does
not produce fully consistent answers? In our SED fitting we
keep track of estimates on τV—the dust opacity in rest-frame
V band. We can thus compare our τV values with those ob-
tained by B04 (which we denote τV (“UV”) and τV (“Hα”), re-
spectively). While we use the same model to constrain at-

Should we believe UV-mm SED modelling? 11

example, the times and amplitudes of the starbursts are captured
exceptionally well. The success of MAGPHYS at inferring the time
evolution of the merger is reassuring and perhaps even surprising
because (1) the version of MAGPHYS used here was designed to
treat relatively normal local galaxies, not ULIRGs; (2) MAGPHYS
does not include emission from AGN, which is significant at some
times (near coalescence) during this merger simulation (the issue
of AGN contamination will be discussed in detail in Section 3.4.1);
(3) MAGPHYS treats each viewing angle and time snapshot indi-
vidually without knowledge of one another; and (4) because of the
first two reasons, MAGPHYS does not formally achieve a good fit
to the SEDs during the coalescence stage of the merger [i.e. for
−0.1 ! t − t(SFRmax) ! 0.2 Gyr, the χ2 value is greater than
the threshold for an acceptable fit; see panel a].

For most of the snapshots and viewing angles, the values in-
ferred by MAGPHYS for most of the parameters are consistent with
the true values within the uncertainties. Because the FIR photom-
etry are typically well-fit by MAGPHYS, Ld (panel d) is recovered
extremely well. The SFR (panel g) is also typically recovered well;
note that this is not necessarily a consequence of the excellent re-
covery of Ld because MAGPHYS includes a possible contribution to
the dust luminosity from evolved stars that are not linked with the
most recent burst of star formation. In the pre-coalescence phase
[−1 ! t− t(SFRmax) ! −0.2 Gyr], the SFR tends to be overesti-
mated slightly (by! 0.1 dex), and in the post-starburst phase, it can
be overestimated by as much as 0.6 dex (which is a smaller factor
than would occur if a simple conversion from LIR were used; see
Hayward et al. 2014a), irrespective of whether we consider MAG-
PHYS SFRs averaged over 10 or 100Myr (i.e. the MAGPHYS default
100 Myr SFR-averaging timescale is not the source of this discrep-
ancy). The stellar mass (panel c) is recovered to within ∼ 0.2 dex
except during the final coalescence/starburst phase, when the fits
are statistically unacceptable. At early times, it is systematically
underestimated.

In Sections 2 and 3.2, we discussed the choice of χ2 threshold
that we use to identify bad fits, a threshold that is exceeded during
the coalescence phase at the time of the peak starburst and AGN
activity. That the threshold is exceeded here offers further encour-
agement for our arbitrary choice of photometric errors: using this
χ2 threshold, we are able to get an acceptable fit to ∼ 95 per cent
of the snapshots, and it is only during the ∼ 5 per cent of the sim-
ulation when the starburst and AGN activity are most intense that
we are unable to derive a good fit to the simulated photometry. This
time period is when the physics of the galaxy and the MAGPHYS li-
brary are most discrepant, and visual inspection of the ‘best-fitting’
SEDs suggests that these fits should be rejected.15 To summarize,
although we adopt uncertainties on the simulated data out of neces-
sity for the purposes of applying MAGPHYS rather than because of
the physical effects that blight real data, the results that they pro-
duce do seem to be at least plausible and the resulting threshold
value appears to function broadly as expected.

Returning to the recovered parameters, the sSFR (panel f)
is typically recovered within the uncertainties, although at early
times, the median-likelihood values from MAGPHYS can be as
much as ∼ 0.5 dex greater than the true values because of the

15 This effect also raises the tantalising possibility of using poor fits as a
means of identifying sources that have undergone recent mergers, though as
discussed in Smith et al. (2012), there are several other possible reasons for
poor fits (e.g. errors in the photometry, incorrect cross-identification, and/or
artificially narrow prior libraries).
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Figure 6. Median-likelihood AV values from MAGPHYS versus true AV

for all snapshots of the merger simulation. In the top panel, the points are
coloured according to the viewing angle, whereas in the bottom panel, the
colours indicate the time relative to the peak of the final starburst. For most
of the simulation, MAGPHYS recovers the true AV to within ∼ 0.2 dex.
However, near the time of the final starburst (the cyan points in the lower
panel), AV can be underestimated by as much as ∼ 1 magnitude. Unlike
for the isolated disc simulation, there is no significant viewing-angle depen-
dence.

underestimate of M⋆ at these times. The sSFR is slightly overes-
timated in the post-starburst phase because of the overestimate of
the SFR at these times.

The dust mass (panel e) is systematically underestimated by∼
0.2−0.5 dex. However, as for the isolated disc, a significant part of
the underestimate is because in the simulation, by construction, the
dust in the ‘cold phase’ of the sub-resolution ISM does not absorb
or emit radiation. We investigate and discuss this issue in detail in
Section 3.4.3.

The time evolution of AV is shown in panel (b), but how well
it is recovered can be read more easily from Fig. 6. For most of

c⃝ 2014 RAS, MNRAS 000, 1–24
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candidate

The Astrophysical Journal, 775:11 (8pp), 2013 September 20 Pirzkal et al.

Figure 1. High- and low-redshift solutions to the observed photometry of objects UDF12-3954-6284 and UDFy-37796000. The upper left subpanels show all of the
available photometry, including the infrared IRAC upper limits. The main panels shows the observed UV to NIR (ACS and WFC3 bands) region for the same object.
Two models are shown in each case. The first, shown as a dashed red line, is a z > 8 model, while the solid blue line shows a much lower redshift solution at z ≈ 2.
Observed fluxes are shown using error bars. Synthetic model fluxes in each observed filter are shown using large circles.

one band (as noted by Ellis et al. 2013). It is possible that the
observed photometric break could be caused by a strong emis-
sion line at low z (see Section 4).

The ACS and IRAC detection limits are too high to unam-
biguously identify a 1216 Å decrement for the remaining nine
objects in the sample. We estimate that the ACS and IRAC de-
tection limits are ≈5 and ≈3 times too high (respectively) to
distinguish between a 1216 Å decrement and a Balmer break in
sources this faint. This remains the main limiting factor in se-
curely identifying sources at z > 8.5 using WFC3 observations
of the HUDF.

In Figure 1 we show the SEDs of objects UDF12-3954-6284
and UDFy-37796000. The first example is meant to illustrate
how too high of rest frame optical limits do not allow us to
reject low-redshift solutions. The second example shows a clear
detection of a strong photometric break as well as constraining
limits in both the rest frame UV and optical bands. In the case
of UDF12-3954-6284, the IRAC detection limits are clearly too
high to rule out that this object is a low-redshift interloper, if we
allow for nebular emission. The log likelihoods of the high-z

and low-z solutions for this object are 720.9 and 722.4 with a
likelihood ratio test confidence of 0.08, which indicates that the
high-redshift model does not fit the observation significantly
(i.e., 2σ ) better than the low-redshift model. While models
lacking nebular emission clearly favor a high-redshift solution
for this object, the break can clearly be reproduced by an
emission line.

A low-redshift solution is much less likely in the case of the
significantly brighter object UDFy-37796000 with a redshift of
≈1.6 and Av = 2.8. The log likelihoods of the high and low
redshift solutions are 722.6 and 717.5, respectively, resulting
in very low likelihood ratio test confidence values. This case
demonstrates how strong rest-frame near UV and optical limits
can help rule out a Balmer break.

3.2. Secondary Parameters

In addition to redshift constraints πMC2 was used to de-
termine other parameters including: stellar population ages,
extinction, metallicity, and stellar mass. In the cases where

5
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Figure 2. Posterior probability density function estimates for object UDF12-3895-7114. The non-Gaussian, multi-modal nature of the redshift distribution is evident
in the rightmost plots.

models included nebular continuum, the escape fractions were
determined, and in the case of BC03 with an exponentially de-
caying starburst, value of τ were derived. The 95% and 68%
credible regions estimates for these parameters are given in
Table 1 for each object. In the cases of three parameters—
metallicity, escape fraction, and τ—the posterior PDFs were
essentially flat. This confirms results from Pirzkal et al. (2012b)
where it was demonstrated that these parameters can only be
constrained using very high precision photometry (i.e., better
than 1% level when using broad-band photometry), which is
not the case for the HUDF12, and that simply increasing the
number of broad-band filter observations is not sufficient.

The interdependence of the input model parameters is illus-
trated in Figure 2 which shows the two-dimensional distribu-
tion of the posterior PDFs for UDF12-3895-7114. The statisti-

cally more likely regions are shown using proportionally lighter
shades. This figure illustrates the statistical complexity of fit-
ting high-redshift sources to stellar population models, the non-
Gaussian nature of many of the input model parameter PDF’s,
as well as the low-redshift solutions that fit the observations. As
suggested above, deeper ACS observations (an increase in sensi-
tivity by a factor of five for the F850LP ACS filter) would make
it possible to more confidently exclude many of the low-redshift
solutions.

4. DISCUSSION

The low S/N and large errors associated with the ACS,
WFC3, and Spitzer observations of some of the faintest sources
in the HUDF require a more robust analysis than common

6
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in the rightmost plots.

models included nebular continuum, the escape fractions were
determined, and in the case of BC03 with an exponentially de-
caying starburst, value of τ were derived. The 95% and 68%
credible regions estimates for these parameters are given in
Table 1 for each object. In the cases of three parameters—
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where it was demonstrated that these parameters can only be
constrained using very high precision photometry (i.e., better
than 1% level when using broad-band photometry), which is
not the case for the HUDF12, and that simply increasing the
number of broad-band filter observations is not sufficient.
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shades. This figure illustrates the statistical complexity of fit-
ting high-redshift sources to stellar population models, the non-
Gaussian nature of many of the input model parameter PDF’s,
as well as the low-redshift solutions that fit the observations. As
suggested above, deeper ACS observations (an increase in sensi-
tivity by a factor of five for the F850LP ACS filter) would make
it possible to more confidently exclude many of the low-redshift
solutions.

4. DISCUSSION

The low S/N and large errors associated with the ACS,
WFC3, and Spitzer observations of some of the faintest sources
in the HUDF require a more robust analysis than common
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726 C. J. Walcher et al.: Physical properties of galaxies at z < 1.2

Fig. 10. Space density of objects with different M∗ and SFRs as a function of redshift and as determined from SED fitting. As shown in Sect. 2.2,
the lower limit where we can trust the measurement of the SSFR is at roughly 10−12 yr−1. The horizontal dashed line shows this limit. The objects
with measured SSFR below 10−14 yr−1 have been set to 10−14 yr−1. The apparent “sequence” a 10−14 yr−1 is therefore not real! The lowest isodensity
contour is 10−5 Mpc−3/log (M∗)/log (SSFR) and the contours are spaced by a factor 10. Typical 1σ errorbars on the measurement for a single object
are shown in the lower left corner. The solid and dotted contours show the 10% and 90% completeness limits as derived from our library of models
SEDs (see Sect. 5.1). The solid, dotted and dashed lines show relations between SFR and M∗ as taken from the literature (see text).

that the mass function we determine is not measured with the
same precision as the one published in P07. In particular, the
mass function in Fig. 11 shows a number of objects with stellar
masses higher than 1011.8 M⊙. Such high stellar masses are not
seen in P07 or in the local mass functions of Cole et al. (2001) or
Bell et al. (2003). These objects could possibly be Galactic stars
or QSOs contaminating our purely photometric sample. Further
uncertainties arise in particular at the high-mass end of the mass
function, because we are based on photometric redshifts. Objects
whose redshift has been strongly overestimated will appear to be
intrinsically more luminous than they are in reality. They thus
will artificially swell the high-mass end of the mass function.
The percentage of catastrophic redshift failures has been well-
quantified and is 5.5% for a sample selected at i′AB ≤ 24 (Ilbert
et al. 2006). In our photometric sample (IAB ≤ 25) this per-
centage is expected to be somewhat higher. On the other hand,
the percentage of objects out of the total sample that have stel-
lar masses above 1011.8 M⊙ is 4% and 1% for the two bins at
0.37 < z < 0.57 and 0.57 < z < 0.83, respectively. We con-
clude that catastrophic redshift failures make the high-mass end
of our stellar mass function uncertain. It is beyond the scope of
this paper to remedy this; however, under the assumption that
the catastrophic failures redistribute themselves evenly in red-
shift space, we can draw conclusions about the relative evolution

of the mass function at masses below 1011.8 M⊙, as the fraction
of objects from catastrophic failures becomes small below this
limit.

Given the stellar mass M∗i and the SFR SFRi at time t, the
stellar mass of galaxy i at time t + dt is simply

M∗i (t + dt) = M∗i (t) + (SFRi(t) × dt) × 0.6. (4)

The factor 0.6 takes into account the mass loss from stars to the
interstellar medium, assuming immediate recycling. To compute
the evolution of the mass function self-consistently, one would
have to measure the distribution of SFRs in dependence on stel-
lar mass at different redshifts spaced by the typical timescale
over which the SFR for a particular galaxy can vary. This
timescale, however, is rather short, of the order of 108 years. The
present samples are still too small to have significant statistics in
each of these small bins. We therefore simplify our approach as-
suming that:

– the dependence of SFR on stellar mass remains constant over
a significant time interval, here 1.5 Gyr. This is not entirely
true, as it is known from a number of studies and confirmed
here that there is evolution in the star formation activity of
galaxies with redshift;

Walcher et al., 2008
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(seen as broad wings on the narrow emission lines) and rise
in the blue from the continua of O and B stars which are the
dominant source of ionisation of the nebular emission lines.
(c) The emission line in the 4th eigenspectrum is the only
one in this wavelength range which is not a Balmer line,
and with a higher ionisation state is sometimes attributed to
the presence of an AGN. Without any prior physical knowl-
edge, the robust PCA has separated out a line which is physi-
cally distinct from the others, and tied together HII emission
lines with the O and B stars that excite them. The results are
clearly of more use for characterising the galaxy population
than traditional PCA algorithms. The robust PCA algorithm
provides a new, fast and easy to use method for the investi-
gation of real astronomical datasets in a model independent
manner.

4.4 Spectral fitting by inversion

As has been mentioned in Sect. 2.1.1, the stellar SED of a
galaxy can be represented by a sum over the SEDs of indi-
vidual SSPs with appropriate weights which reflect the SFH.
As long as any complications, such as dust, can be neglected
this is a linear problem, i.e. a matrix inversion. More gener-
ally, inversion is the attempt to invert the observed galaxy
SED onto a basis of independent components (SSPs, dust
components) drawn from a SED model. Inversion is typ-
ically used for spectral data and a big success of modern
stellar population models and inversion codes is that we can
now fit the models to data to better than 5% in the optical
wavelength range (see Sect. 4.4.4).

4.4.1 Method

Nearly all inversion methods start with assumptions that re-
duce the complex physics of SEDs (see (1)) to a problem that
can be written as a linear function of its parameters. Such as-
sumptions are typically that one deals with a stellar system
in which all generations of stars have the same metallicity,
i.e. ζ(t) = Z0 and the same attenuation, i.e. T (t) = T 0. The
problem of solving for the star formation history of a stel-
lar system is then equivalent to defining and minimizing the
merit function

χ2 =
n∑

i=0

[
Fi − ∑M

i=1 akSi[tk,Z0, T 0]
σi

]2

, (3)

over all non-negative ak . Here Fi is the observed spectrum
in each of n wavelength bins i, σi is the standard devia-
tion and ak are weights attributed to each of M SSP models
Si[tk,Z] of age tk and metallicity Z. This merit function is
linear in the ak and can thus be solved by standard math-
ematical methods involving singular value decomposition

(e.g. non-negative least squares, bounded least squares).3

A particular advantage of the inversion method is that, be-
sides the assumptions necessary to linearize the problem, no
parametrization of the solution is necessary, in particular not
of the star formation history. Codes that have been used for
scientific analysis are now common and include MOPED
(Heavens et al. 2000), PLATEFIT (Tremonti et al. 2004),
VESPA (Tojeiro et al. 2007), STECKMAP (Ocvirk et al.
2006), STARLIGHT (Cid Fernandes et al. 2005), sedfit
(Walcher et al. 2006), NBURSTS (Chilingarian et al. 2007),
ULySS (Koleva et al. 2009). Different codes give very com-
parable results (e.g. Koleva et al. 2008).

There is one problem that has to be addressed when as-
sessing the unparameterized information content of galaxy
spectra. All methods relying on singular value decompo-
sition and derived algorithms inherit one of the features,
which is that the method tends to search for the smallest
number of templates it can use to fit the data. For galaxies,
which presumably have a smooth SFH, this feature is a grave
caveat concerning the significance of the recovered weights
of each population. In particular, the recovery of realistic er-
ror bars from a simple bootstrap algorithm is not possible, as
the method will tend to always choose some templates over
others, inside a range of random errors. One way to address
this issue is regularization, detailed in Ocvirk et al. (2006,
the STECKMAP program).

Another robust exploration of this issue is provided in the
code VESPA (described in detail in Tojeiro et al. 2007). As
independent parameters (see Sect. 4.1) Tojeiro et al. chose
2 values of metallicity and a logarithmic binning in age that
can be varied between coarse (3 age bins) and fine (16 age
bins). Dust attenuation and varying metallicity are explored
by repeating the fit with VESPA over a grid of parameters.
Error bars are derived by creating noised representations of
the input spectra and repeating the fit n times. The codes
main feature in the present context is that it explores the
SFHs in an iterative process that goes from coarse to fine res-
olution. It uses the method described in Ocvirk et al. (2006)
to estimate at each step, how many parameters can be re-
covered for a linear problem perturbed by noise. The best fit
will thus only use as many independent stellar populations
as required by the data. Nevertheless, one caveat remains,
which is that the SFH inside each bin is fixed to be either a
constant SFR or such that the light contribution of each age
is more or less constant. When recovering parameters such
as M/L and in those cases where the age bins are coarse, this
will lead to an underestimate of the true uncertainty in this
parameter, as compared to a truly non-parametric method.

3It needs to be emphasized here that a correct solution involves a si-
multaneous fit for the velocity dispersion of a galaxy. This is beyond
the scope of the present review though.
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Following the above description I analyze each of my 11 bins of each of the 8 galaxies separately. All
11 bins of one galaxy are in a row-stacked spectrum format with one axis being the wavelength and
the other axis is the number of spectra. Figure 17 shows an example fit. Shown are the observed
spectrum (black), the best fit (red), the continuum (blue) and the residual (green) after fitting the
observed spectrum with PARADISE. The used wavelength range is indicated as the area with white
background. On the right hand side of the plot the physical properties of this spectrum like the age,
the [Fe/H] and the [↵/Fe] ratio are listed. With the knowledge of the radius of the bin I now can
compute the radial behavior of the physical parameters of my galaxies.

Figure 17: Shown are the observed spectrum (black), the best fit (red), the continuum (blue) and the
residual (green) after fitting the observed spectrum with PARADISE. Only the region with the white
background is used in the fitting routine. Indicated by the arrow are the physical parameters age,
[Fe/H] and [↵/Fe] of the spectrum computed by PARADISE.

Beware of the ill-
posed problem!!  
!
Dust and continuum 
slope!!

Available codes (complete?):


ppxf, ulyss, starlight, steckmap, fit3D



(paradise, moped, platefit, nbursts, vespa)
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SSP contributes in the best fit. Here we list the mass fractions,
although the fit determines light fractions. Both are related by the
M /LI given in the first column of Table 6. The mass weights di-
rectly imply a star formation rate over the age range that each SSP
represents. Figure 6 shows cuts through the !2 surface as a func-
tion of Z andAI for two objects, namely, NGC 300 andNGC 7418.

The derivedM /LI and h"i depend on a total of 16 parameters
(14 template weights, metallicity, and extinction). To derive
meaningful error estimates one would have to cover the full 16-
dimensional !2 space. This is computationally too cumbersome
and hard to interpret. We therefore offer a more empirical discus-
sion of the significance of the results in the next section.

3.4. Comparing the Different Approaches

We now compare the three different approaches used to derive
mean ages, metallicities, extinction parameters, and M /L ratios
for integrated SEDs of star clusters. In this discussion we refer to
the approach discussed in x 3.1 as the index method, to the ap-
proach in x 3.2 as the SSP method, and finally to the approach in
x 3.3 as the composite fit.

It is noteworthy first of all that although the model indices were
measured on the exact same spectra that are used for the spectral
fitting, the index method does seem to match significantly less
well than the spectral fitting, in the sense that the reduced!2 of the
best-fitting model is in general larger by 1 order of magnitude.
This can be mainly attributed to our neglect of templates with
complicated star formation histories (SFHs) when comparing the
data with the model indices. While the SFHs of galaxies are con-
ventionally taken to be decaying exponentials, we have no a priori
knowledge of the functional form of the SFH of NCs. Additional
problems arise because the index method purposefully relies on a
very small wavelength range. It compresses the information to ex-
tract specific information from the spectrum. However, a spe-
cific disturbance to this small wavelength range, caused by, e.g.,
emission lines, can lead to significant changes in the reliability of
the method. Moreover, the metallicity determinations will be af-
fected by the fact that the available wavelength range does not
grant us access to indices that do not depend on metal-abundance
ratios. Spectral fitting, on the other hand, does use the full infor-
mation content of the spectra and provides a means to correct for a
disturbance in a small wavelength range bymasking it from the fit
(although it is still affected by the lack of models with varying
abundance ratios). Spectral fitting is therefore the method of
choice in the following discussion. However, it does not allow
to distinguish easily between the effects of different parameters,
because the change of one parameter does not only affect a single
feature in the spectrum but changes the whole SED. This inter-
pretation problem remains with us during the rest of this section.

Fig. 4.—!2 as a function of SSPs of different age, metallicity Z, and ex-
tinction AI for the nuclear spectrum of NGC 7418. The top panel shows !2 as
a function of log (age) for different values of Z and AI . Note that the best-fit
age is independent of the chosen metallicity or extinction. The dotted line is
the minimum !2. The bottom panel shows in more detail that the best-fit ex-
tinction is well defined in a !2 sense. Here we plot !2 as a function of AI for the
values of Z and age that correspond to the best fit. The dashed line corresponds to
the 99% confidence limit.

Fig. 5.—Best single-age fit for NGC 7793 (thin dotted line) compared to
the observed spectrum (thick black line; arbitrary flux scale). Note that the
Balmer and [O ii] emission lines are excluded from the fit (shaded areas). Also
note that the single-age fit fails to fit the Ca K line at 3934 8 and smaller
continuum features in the red. The panels have a scale with a small amount of
overlap in wavelength (so the same absorption line is sometimes seen in
multiple panels). [See the electronic edition of the Journal for a color version
of this figure.]

TABLE 5

Ages and Metallicities from Composite Age Fits

Galaxy !2 Z A I log h" Ii M/LI

NGC 300..................... 1248 0.004 0.15 9.49 0.64

NGC 428..................... 189 0.02 0.85 9.27 0.60

NGC 1042................... 320 0.02 0.30 10.05 2.06

NGC 1493................... 3996 0.008 0.30 9.76 0.88

NGC 2139................... 739 0.05 0.00 7.61 0.08

NGC 3423................... 3956 0.008 0.15 9.75 1.12

NGC 7418................... 737 0.008 0.55 9.05 0.30

NGC 7424................... 365 0.008 0.15 9.11 0.31

NGC 7793................... 27281 0.008 0.00 9.29 0.47

Notes.—There are Ndof ¼ Npix " Nparam # 900 dof.
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internal extinction has generally been measured in extreme late-
types spirals frombroadband colors (e.g., deBlok et al. 1995;Tully
et al. 1998) and from spectroscopy (e.g., Roennback & Bergvall
1995). The last authors find a median AV ¼ 0:3 (AI " 0:2) for
their sample of blue low-surface brightness galaxies. Urbaneja
et al. (2003) also determined extinctions for the two aforemen-
tioned single A giants in NGC 300 and found that ‘‘magnitudes
and colors are consistent with almost no reddening for both stars.’’
While these literature results do not contradict our findings, it
should be noted that there is no reasonwhy the nucleus should not
have an extinction value of its own, which is possibly different
from the rest of the galaxy.

Concerning age, the index method and the SSP method agree
remarkably well within the uncertainties—despite all problems
with the former. Thus, both suggest that nuclei be distinguished
into two groups: those that areP0.1 Gyr (NGC 1042, NGC1493,
NGC 2139, NGC 7418, NGC 7424, and NGC 7793) and those
that are k1 Gyr (NGC 300, NGC 428, and NGC 3423). Note
that none of the inferred ages are nearly as high as those of the
globular clusters of the Milky Way. Looking at the literature,
Diaz et al. (1982) found that the spectrum of the nucleus of
NGC 7793 is dominated by A or early F stars near the main se-
quence, in agreement with our findings. The mean luminosity-
weighted age as derived in the I band from the composite fit
is older than the age inferred from the SSP fit in all nine cases.
The division into three old and six young nuclei, however, is still
valid in the sense that NGC 300, NGC 428, and NGC 3423 all
have less than 3% of their mass in any population younger than
1 Gyr. In addition, NGC 1042 needs to be added to this category.
This is a particularly striking example of the trade-off between ex-
tinction and having an old population. For the five other spectra,
the mass fraction of young populations is at least 10%. Figure 7
shows the different extinctions and mean luminosity-weighted
ages we obtain with the SSP method and the composite fit. This
plot exhibits clearly the shift from young to old mean age that
occurs when comparing the SSP to the composite fit.

Compared to the composite fit, only one of the SSP fits is sta-
tistically acceptable. Although this is not obvious from the ex-
ample shown in Figures 5 and 8, !2 increases by 40% from the

composite fit to the SSP fit on average over all nine spectra. A
close inspection of the fits backs up these numbers. For example,
in NGC 7793 the fit to the Ca K line, as well as to the reddest part
of the spectrum, is visibly improved in the composite fits. The
one object for which both!2 values are comparable is NGC 2139,
in which a recent, strong burst of star formation probably swamps
any light from older stellar populations.

However, there is yet another indication that the spectra are
better represented by the composite fit. It was discussed earlier
that theM /LI ratios derived from the dynamical analysis should
be matched by the population analysis. Figure 9 compares the
M /L ratios derived from the dynamical analysis to the M /L ra-
tios derived from the spectrum fits. The left panel shows the re-
sults obtained assuming a single-age population in the spectra.
It is obvious that all but one object lie above the one-to-one re-
lation, indicated as a straight line. This systematic offset (on
average !M /L ¼ 0:35 with an rms scatter of 0.20) is reduced
significantly if the M /L ratio from the composite fit is plotted
on the same graph (Fig. 9, right; on average!M /L ¼ #0:1)—
albeit with a large rms scatter of 0.58. Leaving out the ‘‘outlier’’
NGC 1042, these numbers come down to !M /L ¼ 0:05 with a
scatter of 0.28. Note here that this comparison is fully justified
also in respect to the contamination from noncluster light, be-
cause both values have been determined on spectra that were
extracted on the same aperture.

3.5. The Youngest Population Component

Given the extensive set of 14 templates we fit to each spec-
trum in x 3.3, it is difficult to fully explore the topology of the
!!2 contours that encompass the acceptable solutions. Instead
of exploring all covariances, here we ask a simpler question: how
significant is the age of the youngest stellar population that con-
tributes to the fit? More specifically, we explore the upper age
bound on the youngest population component clearly required

Fig. 7.—Comparison of the best-fit values for the luminosity-weighted mean
age and extinction, as derived from the SSP method ( plus sign with error bars)
and the composite fit ( filled squares). For each object the two symbols are
joined with a dashed line. [See the electronic edition of the Journal for a color
version of this figure.] Fig. 8.—Best composite fit for NGC 7793 (thin dotted line) compared to the

observed spectrum (thick line; arbitrary flux scale). Note that the Balmer and [O ii]
emission lines are excluded from the fit (shaded areas). Also note that the fit to
the Ca K line at 3934 8 and the continuum in the red is improved, as compared to
Fig. 5. Note that the panels have a scale with a small amount of overlap in wave-
length (so the same absorption line is sometimes seen in multiple panels). [See the
electronic edition of the Journal for a color version of this figure.]
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50 5 FIDUCIAL FIT AND FIT QUALITY

Figure 19: Mean residual of all galaxies and bins in rest frame. A structure is seen, that is not due to
noise in the data. Nevertheless the rms of the mean residual is of the order of 1% proving a good fit
quality.

Figure 20: Comparison between the mean residual of the CALIFA data (green) and the mean residual
of the SDSS data from (Walcher et al, in prep.) (red). The comparison reveals that the structure is
mainly due to template mismatch.

Figure 21: Mean residual in rest frame with feature definition colorized in blue and red. The equivalent
widths are calculated in the wavelength regions of the blue and red colorized features separately.

CALIFA Pipeline vs1.4 / DR2

Template 


mismatch 
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Cid Fernandes et al.: Uncertainties in spectral fitting of data cubes

Fig. 1. Histograms of � (⌘ Simulated minus Original value) for the main scalar properties derived from the spectral synthesis: hlog tiL, hlog tiM ,
loghZiL, loghZiM , AV and stellar mass formed (log M0). Each row corresponds to one set of simulations, alternating S and O runs (as labeled in the
y-axis). Mean �’s and their �’s are labeled in each panel. Except for the AV column, each histogram is based on 16380 values obtained from the
1638 zones in CALIFA 277 and 10 Monte Carlo realizations of the perturbation. For clarity, the AV histograms were drawn excluding the many
�AV = 0 cases, which occur due to the AV � 0 physical limit imposed on the spectral fits. Noise-free simulations (OE0 and SE0), which trace
intrinsic degeneracies in spectral fits of composite stellar populations, are show in the top two rows. Random-noise simulations (SR1 and OR1,
central rows) map the uncertainties due to statistical fluctuations of the observed F� fluxes. C002-simulations, where the spectral-shape is changed
to emulate calibration uncertainties, are shown on the bottom panels.

pipeline are underestimated. On the contrary, Husemann et al.
(2013) show that, if anything, they are slightly overestimated.

3.1.3. C runs: Shape perturbations

The bottom panels in Fig. 1 show the results for simulations
where the continuum shape was perturbed to produce (on av-
erage) 0.02 dex variations in the flux at �g for a fixed flux at
�r. The one � variations in ages, metallicities and masses for
OC002 runs are larger than those obtained with the OR1 runs,
but not as large as in OR2 (Table 1). Similar conclusions apply
to the corresponding S runs. Predictably, AV is more severely af-
fected by these global shape perturbations, with �(�AV ) ⇠ 2.5
times larger than those in the OR1 runs.

Unlike in other simulations, the � distributions are skewed,
particularly the ones for AV and hlog tiL. This is a by-product of
the AV � 0 limit imposed upon the fits. 582 of the 1638 zones
of CALIFA 277 were fitted with AV = 0 (see Fig. 4 in Paper I).
About half of the shape-perturbed versions of these spectra are
bluer than the original ones. Since starlight was not allowed to
decrease AV to fit them, it gets stuck at AV = 0, compensating
the extra blueness with younger populations, producing the tail
towards negative �hlog tiL seen in the bottom rows of Fig. 1.

This is also the reason why there are more instances of �AV > 0
than < 0, producing the positively skewed �AV distributions.

Increasing the shape errors by a factor of 2 (C004 runs) leads
to uncertainties roughly twice as large, biases of the order of
�0.1 dex in ages and +0.15 mag in AV (Table 1), as well as larger
skewness of the � distributions. Conversely, C001 runs result in
uncertainties ⇠ 2 times smaller, with no bias nor much skewness.

3.1.4. Covariances

As usual in multivariate problems, variations in one property
correlate with variations in others. In the context of spectral syn-
thesis, such covariances are known as age-metallicity-extinction
degeneracies: AV a↵ects colors while t and Z a↵ects both ab-
sorption lines and colors. Previous work (e.g., Cid Fernandes et
al. 2005; Sánchez-Blázquez et al. 2011) showed that �-by-� fits
help reducing these degeneracies, but do not eliminate them.

Fig. 2 shows how the main scalar properies co-vary in our
simulations. S runs are used in this plot—O runs produce sim-
ilar plots, with slightly more compact contours. The first two
columns (SR1 and SR2 runs) reveal the classical degeneracies of
population synthesis, with mean ages increasing as mean metal-
licities decrease, and extinction variations also anti-correlated

4

Cid-Fernandes et al. 2013, 2014
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Cid-Fernandes et al. 2013, 2014

Cid Fernandes et al.: Uncertainties in spectral fitting of data cubes

Fig. 11. Histograms of di↵erences in global properties obtained with bases GM, CB and BC. �’s are defined as GM � CB in the top panels, BC �
CB in the middle, and BC � GM in the bottom ones. The horizontal scale is the same as in Fig. 1, to facilitate the comparison of data + method
related uncertainties with the model related ones.

4.4. Quality of spectral fits

In principle one could use the quality of the spectral fits as a cri-
terion to favor one base over another. In practice, however, all
bases studied here provide ⇠ equally good fits to the data. This
is illustrated in Fig. 12, which shows the distributions of two
figures of merit. Green, red and blue correspond to bases GM,
CB and BC, respectively. The histograms are nearly identical.
Considering all 98291 fits, the mean (median) values of the rel-
ative spectral deviation (eq. 6 of Paper I) are � = 4.33 (3.92),
4.34 (3.93) and 4.37 (3.94) % for bases GM, CB and BC respec-
tively, while the corresponding mean (median) �2 per fitted flux
are 1.14 (0.96), 1.15 (0.97) and 1.18 (0.99). Rigorously, this puts
base GM in 1st place, with CB in 2nd and BC in 3rd, but these
statistics reveal that it is very hard to favor one or another model
in terms of fit quality. Because of their more complete spectral
libraries, we favor bases GM and CB over BC.

Fig. 13 provides a more direct visualization of the quality
of the spectral fits. The top panel shows (in black) the average
of all zone spectra (for examples of fits to individual zones see
González Delgado et al., in prep.). Each spectrum is first divided
by the median flux in the 5590–5680 Å normalization window,
such that all zones weight equally in the average. The average
synthetic spectra are shown in green, red and blue for fits with
bases GM, CB and BC, respectively, vertically o↵set for clarity.
The corresponding residual spectra are shown in the bottom of
the same panel, but can hardly be distinguished on this scale.
This similarity persists even after zooming in by a full order of
magnitude in the flux scale, as shown in Fig. 13b. Gaps in this

Fig. 12. Top: Distribution of the mean percentual spectral deviation �
for starlight fits with the GM (bars in green), CB (red) and BC (blue)
bases. Bottom: As above, but for the distribution of �2 per fitted flux. In
both cases the distributions are essentially identical, reflecting the fact
that the three bases provide equally good spectral fits.

14
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22 Astrophys Space Sci (2011) 331: 1–51

Fig. 11 Classic BPT diagram of [NII]/Hα versus[OIII]/Hβ , showing
the distribution of SDSS emission line galaxies. The colours indicate
the median logχ2 of the fit of the CB08 model library to the SDSS fibre
spectra with those emission line ratios. The upper and lower dashed
lines indicate the Kewley et al. (2001) and Kauffmann et al. (2003b)
AGN dividing lines respectively [Courtesy J. Brinchmann]

For cases (A) and (B), i.e., the low metallicity starbursts
and the high-ionization AGN, they relate the main increase
in χ2 to the imperfect masking of some emission lines and
to the lack of nebular or AGN continua in the spectra. In ad-
dition the BC03 models have some problems with hot stars
(e.g. Wild et al. 2007)—the preliminary version CB08 ap-
pears to work better, due to a better coverage of hot stars in
the spectral library (G. Bruzual, priv. comm.).

For case (C) one of the largest mismatches in the optical
is located, as expected, around the Mg features at 5100 Å.
This is the region where the enhancement of the abundances
of the α elements is known to play an important role. α-
enhancement is not covered by the CB08 models. Neverthe-
less, in the optical the mismatch due to stellar populations is
modest, of the order of 0.02 magnitudes.

The best method to validate a fitting procedure is to com-
pare the result to independent measurements of the same
physical property. This can be done for redshifts, as dis-
cussed in Sect. 5, but also for the spectra of nuclear clusters,
as done by Walcher et al. (2006) for nine nuclear clusters.
The nuclear clusters have multi-aged stellar populations and
are as such similar to entire galaxies, and their total stellar
masses can be determined dynamically, independent from
fitting the stellar spectra. As shown in Walcher et al. (2006),
the stellar M/L ratios from inversion agree with those deter-
mined from independent dynamical modelling, albeit with
a large scatter. This scatter reflects the general difficulty of
constraining the oldest stellar population from SED fitting.
Additionally, Walcher et al. (2006) also found that the age
of the youngest population as determined from the spectral

Fig. 12 Comparison between the equivalent widths of emission lines
and the mean age (left panel) or the age of the last burst (right panel)
as determined from spectral fitting for a sample of nine nuclear clusters
from Walcher et al. (2006). The clear correlation is evidence that the
youngest age picked up by the spectral fit does bear significance

fitting is correlated to the measured emission line equiva-
lent width, as shown in Fig. 12 (right). On the other hand,
the mean mass-weighted age is not correlated, which is ev-
idence that the fit result is not heavily biased towards the
youngest population (in contrast to results from fitting sin-
gle SSPs, see Sect. 2.1.2).

Another careful work on validation of the spectral fit-
ting procedures was the work by Koleva et al. (2008), who
looked at Galactic clusters which had individual stellar spec-
tra and full colour-magnitude diagrams to compare with the
results of the fits to the integrated spectra (also compare this
with Sect. 2.1.2 for the validation of the predictions of SSP
models for integrated spectra).

4.5 Bayesian inference

We refer here in particular to using the “Bayesian fitting”
method, in which multi-wavelength SEDs are fit by first pre-
computing a discrete set or library of model SEDs with vary-
ing degrees of complexity and afterwards determining the
model SED and/or model parameters that best fit the data.
This approach is favoured in particular for multi-wavelength
data, as the problem of solving for the physical parameters
is not linear if effects such as dust attenuation, line emis-
sion, and dust emission have to be taken into account. In
addition, the influence of geometry and the physical condi-
tions of the dust generally make the number of parameters
very large, and with many possible degeneracies, thus mak-
ing non-linear minimization schemes usually impractical.

4.5.1 Method

It is important to realise that the simple fact of pre-
computing a set of galaxy models and afterwards deter-
mining the one with the lowest χ2 is by itself a Bayesian
approach. By choosing which models to compute one intro-
duces a prior, which, while possibly flat in terms of a given
parameter, assumes that the data can be represented by that
model and that parameter space. By using χ2 as a maximum
likelihood estimator one finds the most probable model, or in

Author's personal copy
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4 González Delgado & the CALIFA collaboration

Fig. 2.— Local stellar metallicity versus the local stellar mass surface density of CALIFA galaxies. Left: Small dots show values for 6000
radial bins of 300 galaxies, color coded by the distance from the center (R, in units of HLR), and the gray circles track µ

?

-binned average

relation. Green circles trace the (also µ
?

-binned) global relation, obtained from the hlogZ
?

igalaxy
M

and µgalaxy

?

galaxy-wide averages. Note
that, as expected, these global values follow closely the region occupied by points at R ⇠ 1 HLR. Right: Dots are the same as in panel
a, but now colored to display the (luminosity weighted) mean stellar age. Large blue circles show the µ

?

-binned global relation obtained
considering only stars younger than 2 Gyr in the computation of the stellar metallicity. The CALIFA-based nebular µZR of Sánchez et al.
(2013) is shown in cyan.

Fig. 1b for the global MZR, but now for the µZR. The
large gray circles are as in panel a, but the blue ones
track the relation obtained considering only young stars.
Again one obtains a flatter relation, indicative of chemi-
cal evolution. Also, as in Fig. 1b, the shape of the µZR
for young stellar populations approaches that obtained
from HII regions. The latter is plotted as cyan stars,
which trace the relation found by Sánchez et al. (2013)
for CALIFA galaxies.
Fig. 2b also summarizes how local SFHs vary across the

µZ plane. This is revealed by the colors of the dots, which
now code for the radially-averaged mean stellar age. As
for the global MZR, one finds younger systems (i.e., those
with more significant recent star-formation) towards the
low µ

?

, metal poor corner of the µZR. Large ages, on
the other hand, are found at the densest, more metal
rich regions, which in turn occur in the innermost radii
(compare with the R-coded colors in panel a). These in-
ner zones essentially completed their star formation and
chemical evolution long ago. Notice that this is also the
regime where the local µZR (gray circles) flattens.

4. LOCAL + GLOBAL EFFECTS AND THE DISTINCT
ROLES OF µ

?

AND M
?

IN DISKS AND SPHEROIDS

The results reported above send seemingly mixed mes-
sages as to what the main driver of stellar metallicities
might be: On the one hand, Fig. 1 indicates that M

?

is
somehow involved is establishing global Z

?

values. At
the same time, however, Fig. 2 advocates in favor of the
local stellar mass surface density playing a major role in
defining the local Z
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delusional to expect that metallicities (stellar or nebular)
can be fully determined by a single fundamental parame-
ter. A more likely scenario is one in which both local and
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The integral field spectrograph MUSE is the only instrument worldwide that offers the field of view, the spatial 
resolution, spectral coverage and sensitivity to really resolve SBF in the spectroscopic dimension. This will combine 
the diagnostic power of SBFs with the physical information content of spectra. We obtained MUSE Science 
Verification spectra of NGC 5102, a Cen A group early type galaxy. We will use these data to investigate the bright 
(RSG and AGB) population of NGC 5102. We anticipate that these developments will pave the way for a new 
observational method that has the potential to solve several issues in our understanding of the late, bright phases 
of stellar evolution. 

. 

Surface Brightness Fluctuations 

Surface Brightness Fluctuations (SBFs) were first described by Tonry 
& Schneider (1988) to measure extragalactic distances. The SBF 
technique measures the Poisson fluctuations in broad-band images 
that arise from the finite number of stars per pixel. By definition SBFs 
are very sensitive to the bright stellar phases and several authors 
used multi-band SBFs to investigate stellar populations and AGB 
stars (e.g. Ajhar & Tonry 1994, Cantiello et al. 2003, 2011). However 
the well known age-metallicity degeneracy complicates photometric 
investigations of the stellar population. This degeneracy is much less 
an issue for spectroscopic investigations.  

Synthetic SBF Spectra
We computed the first synthetic SBF spectra from mock data cubes 
of simple stellar populations. There are two ingredients for these 
models: the stellar population library and the spectral library. The 
populations were created using the y2-isochrones and y2-population 
synthesis tool (Demarque et al. 2004 and 2008) and the spectra are 
from the new generation of PHOENIX spectra (Husser et al. 2013). 
These models include stars up to the tip of the red giant branch. 

47 Tuc Spectra 

The 47 Tuc SBF spectra are based on two mosaics taken with the 
ARGUS-IFU @ VLT. There are two fields in the center of 47 Tuc, 
each consists of four pointings. The SBF-spectrum has been derived 
by computing the quotient of spatial variance and the spatial mean 
value of each monochromatic layer. This is an approximation of the 
SBF method which does not correct for the seeing and other 
disturbing effects.

Fig. 1: Comparison of the mean and the SBF-spectrum of a simple 
stellar population with solar metallicity and the displayed age. The 
comparison shows that mean and integrated spectrum provide two 
different insights into the stellar population. The SBF-spectrum is 
especially sensitive to the bright stars.

Fig. 3: For the two fields of 47 Tuc the measured SBF spectrum is 
plotted in black (upper panels) and the best matching model 
spectrum (SSP, 13 Gyr old, [Fe/H]=-1.29 and α=0.4) in red. The lower 
panel shows the residuals between data and model. The spectra 
match with a rms of 7.4% for field 1 and 9.2% for field 2. This is 
encouraging given the shortcomings of the model (missing stars 
more evolved than the tip of the RGB) and the data (not corrected for 
point spread function effects). Yet clearly the limiting factor in this 
exploration has been the small FoV of ARGUS combined with 
difficulties in extremely accurate calibrations of mosaiced pointings. 

Fig. 2: LEFT: Combined white light image of the eight ARGUS 
pointings on the center of 47 Tuc. RIGHT: schema showing the 
position of the fields and pointings.
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Figure 3. Super-colour (SC) diagrams coded by the mean physical properties of the model galaxies in each bin, for SC1/2 (left) and SC1/3 (right). From top
to bottom and left to right: log of r-band light-weighted mean stellar age (yr), metallicity (relative to solar), total effective V-band optical depth affecting stars
younger than 107 yr (=0.92AV, where A is attenuation in magnitudes) and fraction of stellar mass formed in bursts in the last Gyr.

Figure 4. An example of how a model SED ‘observed’ at a redshift of 1.915
with five photometric bands (diamonds) can be reconstructed from the mean
and first three eigenvectors. The amplitudes of the super-colours measured
for this galaxy are given above the eigenvectors. The reconstructed SED
(blue) is almost indistinguishable from the underlying input SED (black). A
vertical offset has been applied to the mean and eigenvectors for clarity.

of the SED is unknown and must be fitted for simultaneously with
the super-colour amplitudes2 (Wild et al. 2007). Fig. 4 shows an
example of how a sparse-sampled SED is reconstructed from the
eigenvectors and the three measured super-colour amplitudes.

The accuracy to which the input SED can be recovered will de-
pend on the filter set, the galaxy redshift and shape of the SED.
In Fig. 5, we show the error on the super-colours for our mock
catalogue of ∼44 000 stochastic burst model SEDs, sparse sampled
with redshifts randomly assigned in the range 0.9 < z < 2.0. The
solid line (a) compares the super-colours measured from the super-
sampled and sparse-sampled array, but assuming that we know the

2 The normalized gappy-PCA algorithm was created by G. Lemson
(MPA) and the IDL code is available for download from http://www-star.
st-and.ac.uk/∼vw8/download.

Figure 5. The distribution of errors on the super-colours caused by in-
complete and inaccurate information (see the text for more details on each
scenario): (a) the SED is sparse sampled but the normalization is known; (b)
the SED is sparse sampled with unknown flux normalization; (c) addition-
ally including redshift errors. During these tests, model galaxies are assigned
random redshifts between 0.9 and 2.0 and ‘observed’ with the SXDS/UDS
filter set. Redshift errors were drawn from a Gaussian distribution with
σ z = 0.06.

flux normalization.3 The dotted line (b) includes the effect of un-
known flux normalization, and the dashed line (c) shows the effect
of errors on the redshifts. To model the effect of photometric red-
shifts, we assume a normal distribution of redshift errors, with a 1σ

width of 0.06 (percentage error of 7 and 3 per cent at z = 0.9 and
2.0).4 It is clear that both the sparse-sampled nature of the data and

3 This will never be the case with observed galaxy SEDs, but is included
to emphasize the importance of fitting for the unknown normalization as an
additional step in solving for the principal component amplitudes.
4 We take a fixed width for the distribution of redshift errors, which is the
variance of the distribution of redshift error for 282 galaxies with spectra
presented in Section 3.2. In reality, photometric redshift errors depend on
redshift, and catastrophic outliers exist. We do not attempt to model all
eventualities here, which will depend on the data set being studied.

MNRAS 440, 1880–1898 (2014)

 at A
strophysikalisches Institut Potsdam

 Bibliothek on O
ctober 10, 2014

http://m
nras.oxfordjournals.org/

D
ow

nloaded from
 

1884 V. Wild et al.

Figure 3. Super-colour (SC) diagrams coded by the mean physical properties of the model galaxies in each bin, for SC1/2 (left) and SC1/3 (right). From top
to bottom and left to right: log of r-band light-weighted mean stellar age (yr), metallicity (relative to solar), total effective V-band optical depth affecting stars
younger than 107 yr (=0.92AV, where A is attenuation in magnitudes) and fraction of stellar mass formed in bursts in the last Gyr.

Figure 4. An example of how a model SED ‘observed’ at a redshift of 1.915
with five photometric bands (diamonds) can be reconstructed from the mean
and first three eigenvectors. The amplitudes of the super-colours measured
for this galaxy are given above the eigenvectors. The reconstructed SED
(blue) is almost indistinguishable from the underlying input SED (black). A
vertical offset has been applied to the mean and eigenvectors for clarity.

of the SED is unknown and must be fitted for simultaneously with
the super-colour amplitudes2 (Wild et al. 2007). Fig. 4 shows an
example of how a sparse-sampled SED is reconstructed from the
eigenvectors and the three measured super-colour amplitudes.

The accuracy to which the input SED can be recovered will de-
pend on the filter set, the galaxy redshift and shape of the SED.
In Fig. 5, we show the error on the super-colours for our mock
catalogue of ∼44 000 stochastic burst model SEDs, sparse sampled
with redshifts randomly assigned in the range 0.9 < z < 2.0. The
solid line (a) compares the super-colours measured from the super-
sampled and sparse-sampled array, but assuming that we know the

2 The normalized gappy-PCA algorithm was created by G. Lemson
(MPA) and the IDL code is available for download from http://www-star.
st-and.ac.uk/∼vw8/download.

Figure 5. The distribution of errors on the super-colours caused by in-
complete and inaccurate information (see the text for more details on each
scenario): (a) the SED is sparse sampled but the normalization is known; (b)
the SED is sparse sampled with unknown flux normalization; (c) addition-
ally including redshift errors. During these tests, model galaxies are assigned
random redshifts between 0.9 and 2.0 and ‘observed’ with the SXDS/UDS
filter set. Redshift errors were drawn from a Gaussian distribution with
σ z = 0.06.

flux normalization.3 The dotted line (b) includes the effect of un-
known flux normalization, and the dashed line (c) shows the effect
of errors on the redshifts. To model the effect of photometric red-
shifts, we assume a normal distribution of redshift errors, with a 1σ

width of 0.06 (percentage error of 7 and 3 per cent at z = 0.9 and
2.0).4 It is clear that both the sparse-sampled nature of the data and

3 This will never be the case with observed galaxy SEDs, but is included
to emphasize the importance of fitting for the unknown normalization as an
additional step in solving for the principal component amplitudes.
4 We take a fixed width for the distribution of redshift errors, which is the
variance of the distribution of redshift error for 282 galaxies with spectra
presented in Section 3.2. In reality, photometric redshift errors depend on
redshift, and catastrophic outliers exist. We do not attempt to model all
eventualities here, which will depend on the data set being studied.

MNRAS 440, 1880–1898 (2014)

 at A
strophysikalisches Institut Potsdam

 Bibliothek on O
ctober 10, 2014

http://m
nras.oxfordjournals.org/

D
ow

nloaded from
 

1886 V. Wild et al.

Table 1. 5σ limiting depths in AB magnitudes (3 arcsec aperture) of the
SXDS (optical) and UDS (near-IR) photometry used to measure the super-
colours of 0.9 < z < 1.2 galaxies, and the effective wavelengths of the
filters (Fukugita et al. 1996).

Band R i′ z′ J H K

Depth 26.4 26.3 25.6 24.9 24.4 24.6
λeff (µm) 0.6507 0.7646 0.9011 1.2483 1.6319 2.2010

Photometric redshifts were calculated by fitting the observed
photometry (BVRi′z′JHK and 3.6 and 4.5 µm when available) with
synthetic and empirical galaxy templates using the code based on the
public package HYPERZ (Bolzonella, Miralles & Pelló 2000). Further
details are given in Cirasuolo et al. (2007, 2010). While it would
be possible to solve for both the super-colours and photometric
redshifts in a single step, we decided to focus on recovering the SED
shapes in this paper, and use the well-tested photometric redshifts
calculated from a standard code with the full set of available filters.

We select 39 683 sources with K < 23, of which 6912 lie in the
redshift range 0.9 < zphot < 1.2. We select this redshift range for this
initial analysis for four reasons: (1) the errors on the super-colours
due to sparse sampling of the SEDs are minimal given the current

set of filters available in the UDS field (see Section 2.2); (2) there are
a large number of spectra with coverage of the 4000 Å rest-frame
region that are available to test our method (see Section 3.2); (3) the
strongest emission lines do not intercept narrow filters which may
cause biases in the measured super-colours; (4) we do not require
the IRAC photometry which is less reliable than the optical and
NIR photometry.

We calculate the super-colours for the observed galaxies in ex-
actly the same way as for the model galaxies (equation 2), with
errors derived from the depths in each band (Table 1). Bins with
no information are given zero weight. In the following subsections,
we include all galaxies, regardless of the formal χ2 value for the
photometric redshift fit or the distance between the observed super-
colours and closest model galaxy. Excluding objects based on a
goodness of fit to models can lead to biases in the samples when
the models are not a perfect representation of the data.

3.1 Super-colours: data versus models

In Fig. 8, we show the distribution of the first three super-colours
for the UDS galaxies, using both a number density representation
(left-hand panel) and plotting individual points (central panel). To
facilitate comparison between the stochastic burst models used to

Figure 8. Super-colour (SC) diagram for galaxies in the UDS field, for SC1 versus SC2 (top) and SC1 versus SC3 (bottom). The tight red sequence can
be observed in the upper left of SC1/2, with the blue cloud extending from bottom left to high values of SC1. Left: colour scale indicates number density,
with individual galaxies included as dots only in lower density regions of the diagram. Centre: all galaxies are plotted as dots or symbols, colour coded by
our nominal classification scheme (see the text): red-sequence (red), blue-cloud [with decreasing mean stellar age from cyan to blue to purple (with arbitrary
boundaries)], post-starburst (larger orange circles, boundary determined from comparison to spectra), dusty star-forming (brown), low-metallicity (larger green
squares). Right: the grey-scale shows the distribution of stochastic burst model galaxy colours (black dots in low-density regions), with the subsample of UDS
galaxies with UDSz spectra overplotted and colour coded to allow direct comparison.
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UNresolved stellar populations
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The (ongoing) future
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UNresolved stellar populations,  
but resolved galaxies
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Imaging spectroscopy: SAURON/A3D, 
CALIFA, VENGA, PINGS, SAMI, MANGA, 
MUSE, many more
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Resolved stellar populations
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and resolved dust structures out to Virgo

Better, deeper, higher redshift … 

ELT
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Conclusions
• Without analyzing the integrated SEDs of galaxies 

we would know far less about the universe.  
• Our dependance on the way we model the input 

physics clashes with the need for progress. 
• Good practices exist that allow robust statements 

about galaxy physical properties given the model. 
• To make best use of present and future 

instrumentation potential we need to emphasize: 
– Model development and verification 
– Rigorous sample selection 
– Discard old habits (e.g. fitting SSPs, calibrating to Lick system)

40
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Zibetti et al., 2009
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Extensive verification of spectral 
fitting

43

Cid Fernandes et al.: Uncertainties in spectral fitting of data cubes

Uncertainties in light fraction in age groups: �x ± ��x [%]
log t range OE0 OR1 OR2 OR3 OC001 OC002 OC004
6.0!8.2 0.0 ± 1.9 0.1 ± 3.3 -0.0 ± 4.9 -0.0 ± 6.0 0.1 ± 2.2 0.6 ± 2.7 1.6 ± 4.2
8.2!9.2 0.0 ± 4.5 -0.1 ± 9.3 0.7 ± 14.9 1.2 ± 18.9 0.7 ± 6.8 4.3 ± 14.7 9.4 ± 23.2
9.2!10.2 -0.1 ± 4.0 -0.2 ± 8.7 -1.0 ± 14.0 -1.7 ± 17.9 -0.8 ± 6.4 -5.0 ± 14.8 -11.6 ± 23.9
6.0!7.5 -0.0 ± 1.4 -0.2 ± 3.0 -0.4 ± 4.7 -0.6 ± 5.8 0.0 ± 1.6 0.3 ± 2.4 0.8 ± 4.0
7.5!8.5 -0.4 ± 3.1 -0.7 ± 5.9 -1.3 ± 8.4 -1.7 ± 10.1 -0.4 ± 3.5 -0.4 ± 4.8 -0.1 ± 7.2
8.5!9.3 0.0 ± 4.4 0.0 ± 9.4 0.6 ± 15.1 1.2 ± 19.2 0.7 ± 6.7 4.5 ± 14.7 9.8 ± 23.3
9.3!9.7 -0.1 ± 5.5 -0.7 ± 12.8 -2.3 ± 19.6 -4.0 ± 23.8 -0.6 ± 7.7 -3.2 ± 13.2 -7.4 ± 18.2
9.7!10.2 -0.1 ± 3.4 0.1 ± 10.4 0.4 ± 16.4 1.0 ± 20.1 -0.4 ± 5.6 -2.3 ± 11.0 -5.0 ± 15.4

Table 2. As Table 1 but with the statistics of the light fractions in age groups for our di↵erent simulations. simulations. For each age group the
table lists the mean simulated minus original di↵erence (�) and its standard deviation (��, in bold), both in percentages. The top part of the table
corresponds to the Young, Intermediate and Old groups description discussed in the text and Fig. 5, while the bottom one is for 5-groups used in
Fig. 6. The R1 and C002 columns are those applicable to CALIFA data.

Uncertainties in log mass in age groups: � log M0 ± �� log M0 [dex]
log t range OE0 OR1 OR2 OR3 OC001 OC002 OC004
6.0!8.2 0.00 ± 0.14 -0.00 ± 0.21 -0.02 ± 0.30 -0.03 ± 0.37 0.00 ± 0.16 0.02 ± 0.20 0.06 ± 0.29
8.2!9.2 0.00 ± 0.12 -0.01 ± 0.25 -0.00 ± 0.37 -0.00 ± 0.44 0.01 ± 0.18 0.08 ± 0.28 0.15 ± 0.36
9.2!10.2 -0.00 ± 0.05 -0.00 ± 0.12 -0.01 ± 0.19 -0.02 ± 0.24 -0.01 ± 0.08 -0.04 ± 0.20 -0.05 ± 0.33
6.0!7.5 -0.00 ± 0.11 -0.02 ± 0.18 -0.05 ± 0.27 -0.07 ± 0.32 -0.00 ± 0.12 0.01 ± 0.14 0.02 ± 0.18
7.5!8.5 -0.00 ± 0.22 0.01 ± 0.35 0.06 ± 0.43 0.09 ± 0.49 0.00 ± 0.24 0.03 ± 0.29 0.12 ± 0.39
8.5!9.3 0.00 ± 0.12 -0.00 ± 0.24 0.01 ± 0.35 0.03 ± 0.41 0.01 ± 0.18 0.08 ± 0.28 0.16 ± 0.36
9.3!9.7 0.00 ± 0.14 -0.01 ± 0.25 -0.02 ± 0.34 -0.03 ± 0.39 -0.01 ± 0.17 -0.03 ± 0.24 -0.04 ± 0.31
9.7!10.2 -0.00 ± 0.11 -0.01 ± 0.24 -0.00 ± 0.34 0.02 ± 0.38 -0.01 ± 0.15 -0.03 ± 0.27 -0.00 ± 0.36

Table 3. As Table 2 but for the (log) initial masses associated to stellar populations in di↵erent age groups.

Fig. 5. Variations in the light fractions in Young, Intermediate and Old
age groups (spanning log t = 6–8.2, 8.2–9.2 and 9.2–10.2, respectively)
for OR1 simulations. Contours are drawn at 20, 40, 60 and 80% of
enclosed points.

the oldest elements in the base, wildly di↵erent mass fractions,
say, µY ⇠ 1% and µO ⇠ 99%, can be equally relevant for the fits.

To evaluate uncertainties in the masses associated to di↵er-
ent age groups it is better to use the masses themselves instead
of mass-fractions. Table 3 reports the uncertainties in log M0,

Fig. 6. As Fig.5, but for a finer graded description of the SFH in terms
of 5 age groups.

where the prime denotes the initial stellar mass, uncorrected for
the mass returned to the ISM by stellar evolution. The table re-
ports the results of the simulations for both the (Y,I,O) and the
5-age groups descriptions of the SFH discussed above. Again,
the fact that we are now exploring higher moments of the age
distribution implies larger uncertainties than for global proper-
ties. A column-by-column comparison with the � log M0 statis-

9

Cid-Fernandes et al. 2013, 2014
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Absorption Line Analysis
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Age

Z

Index1

Index2

Silchenko et al.


